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Abstract

Existing FPGA-based logic emulators suffer from limited
inter-chip communication bandwidth, resulting in low gate
utilization (10 to 20 percent). This resource imbalance in-
creases the number of chips needed to emulate a particular
logic design and thereby decreases emulation speed, since
signalsmust cross more chip boundaries. Current emulators
only use a fraction of potential communication bandwidth
because they dedicate each FPGA pin (physical wire) to a
singleemulated signal (logical wire). Theselogica wiresare
not active simultaneously and are only switched at emulation
clock speeds.

Virtual wires overcome pin limitations by intelligently
multiplexing each physical wire among multiple logical
wires and pipelining these connections at the maximum
clocking frequency of the FPGA. A virtua wire represents
a connection from a logica output on one FPGA to alogi-
cal input on another FPGA. Virtual wires not only increase
usabl e bandwidth, but also relax the absolute limitsimposed
on gate utilization. The resulting improvement in band-
width reduces the need for global interconnect, allowing
effective use of low dimension inter-chip connections (such
as nearest-neighbor). Nearest-neighbor topologies, coupled
with the ability of virtual wires to overlap communication
with computation, can even improve emulation speeds. We
present the concept of virtua wires and describe our first
implementation, a “softwire” compiler which utilizes static
routing and relies on minima hardware support. Results
from compiling netlists for the 18K gate Sparcle micropro-
cessor and the86K gate Alewife Communicationsand Cache
Controllerindicatethat virtual wirescan increase FPGA gate
utilizationbeyond 80 percent without asignificant sl owdown
in emul ation speed.

Keywords: FPGA, logic emulation, prototyping, reconfig-
urable architectures, static routing, virtua wires.

1 Introduction

1.1 FPGA-based Logic Emulation

Field Programmable Gate Array (FPGA) based logicemula
torsare capabl e of emulating complex logic designsat clock
speedsfour to six ordersof magnitudefaster than even an ac-
celerated software simulator. This performance is achieved
by partitioning a logic design, described by a netlist, across
an interconnected array of FPGAs (Figure 1). Thisarray is
connected to a host workstation which is capable of down-
loading design configurations, and is directly wired into the
target system for the logic design. The netlist partition on
each FPGA (termed FPGA partition throughout this paper),
configured directly into logic circuitry, can then be executed
at hardware speeds.

Once configured, an FPGA-based emulator is a hetero-
geneous network of specia purpose processors, each FPGA
processor specifically designed to cooperatively execute its
embedded circuit partition. Asparallel processors, theseem-
ulators are characterized by their interconnection topology
(network), target FPGA (processor), and supporting soft-
ware (compiler). The interconnection topology describes
the arrangement of FPGA devices and routing resources
(i.e. full crosshar, two dimension mesh, etc.). Important
target FPGA properties include gate count (computational
resources), pin count (communication resources), and map-
ping efficiency. Supporting software is extensive, combin-
ing netlist trand ators, logic optimizers, technology mappers,
globa and FPGA-specific partitioners, placers, and routers.

This paper presents a compilation technique to overcome
device pin limitations using virtual wires. This method can
be applied to any topology and FPGA device, although some
benefit substantially more than others.

1.2 PinLimitations

In existing architectures, both the logic configuration and
the network connectivity remain fixed for the duration of
the emulation. Each emulated gate is mapped to one FPGA
equivalent gate and each emulated signal is alocated to one
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Figure 1: Typica Logic Emulation System

FPGA pin. Thus for a partition to be feasible, the partition
gate and pin requirements must be no greater that the avail-
able FPGA resources. This constraint yields the following
possible scenarios for each FPGA partition:

1. Gatelimited: no unused gates, but some unused pins.
2. Pinlimited: no unused pins, but some unused gates.
3. Not limited: unused FPGA pinsand gates.

4. Baanced: no unused pinsor gates.

For mappingtypical circuitsonto available FPGA devices,
partitions are predominately pin limited; all available gates
can not be utilized due to lack of pin resources to support
them. For example Figure9 in Section 4 showsthat for equal
gate counts in the FPGA partitions and FPGA devices, the
required pin counts for FPGA partition sizes of our sample
designs are much greater than the available FPGA device
pin counts. Low utilization of gate resources increases both
the number of FPGAS needed for emulation and the time
required to emulate a particular design. Pin limits set a
hard upper boundary on the maximum usabl e gate count any
FPGA gate size can provide. Thisdiscrepancy will only get
worse as technology scales; trends (and geometry) indicate
that available gate countsare increasing faster than available
pin counts.

1.3 Virtua Wires

To overcome pin limitations in FPGA-based logic
emulators,' we propose the use of virtual wires. A virtual
wirerepresents asimple connection between alogical output
on one FPGA and alogicd input on another FPGA. Estab-
lished viaa pipelined, statically routed [12] communication
network, thesevirtua wiresincrease avail abl e off-chip com-
muni cation bandwidth by multiplexing the use of FPGA pin
resources (physical wires) among multipleemulationsignals
(logical wires).

1Although this paper focuses on logic emulators, virtual-wire technol-
ogy can be employed in any system comprising multiple interconnected
FPGAs.

Virtual wires effectively relax pin limitations. While low
pin counts may decrease emulation speed, thereisno longer
a hard pin constraint which must be enforced. Emulation
speed can potentidly be increased if there is alarge enough
reduction in system size. We demonstrate that the gate over-
head of using virtual wiresislow, comprising gates which
could not have been utilized anyway in the purely hardwired
implementation. Furthermore, theflexibility of virtua wires
alows the emulation architecture to be balanced for each
logic design application.

Our resultsfrom compiling two complex designs, the 18K
gate Sparcle microprocessor [2] and the 86K gate Alewife
Communications and Cache Controller [11] (A-1000) show
that the use of virtual wires can decrease FPGA chip count
by afactor of 3for Sparcleand 10for the A-1000, assuming a
crosshar interconnect. With virtual wires, atwo dimensional
torus interconnect can be used for only a small increase in
chip count (17 percent for the A-1000 and O percent for
Sparcle). Without virtual wires, the cost of a replacing the
full crossbar with a torus interconnect is over 300 percent
for Sparcle, and practically impossiblefor the A-1000. Em-
ulation speeds are comparabl e with the no virtual wires case,
ranging from 2to 8 MHZ for Sparcleand 1 to 3 MHZ for the
A-1000. Neither design was bandwidth limited, but rather
congtrained by its critical path. With virtua wires, use of a
lower dimension network reduces emulation speed propor-
tiona to the network diameter; afactor of 2 for Sparcle and
6 for the A-1000 on a two dimensional torus.

1.4 Background

FPGA-based logic emulation systems have been developed
for design complexity ranging from several thousand to sev-
eral million gates. Typicaly, the software for these systems
is considered the most complex component and comprises
a major portion of system costs. Quickturn Inc. [14] [13]
has devel oped emulation systemswhich interconnect FPGAs
in a two-dimensional mesh and, more recently, in a partial
crosshar topology. The Quickturn Enterprise system uses a
hierarchical approach to interconnection. The Virtua ASIC
system by InCA [9] uses a combination of nearest neigh-
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Figure 2: Hard Wire Interconnect

bor and crossbar interconnect. Like Quickturn’s systems,
Virtual ASIC logic partitions are hardwired to FPGAs fol-
lowing partition placement. AnyBoard, developed at North
Carolina State University, [6] is targetted for logic designs
of afew thousand gates.

Statically routed networks can be used whenever com-
munication can be predetermined. Satic refers to the fact
that al data movement can be determined and optimized at
compile-time. This mechanism has been used in scheduling
real-time communication in a multiprocessor environment
[12]. Other related uses of static routing include FPGA-
based systolic arrays, such as Splash [7], and in the very
large simul ation subsystem (VL SS) [15], a massively paral -
lel simulation engine which uses time-division multiplexing
to stagger logic evaluation.

Virtual wiresare similar to virtua channels[5], which de-
couple resource allocation in dynamically-routed networks,
and to virtua circuits [3] found in a connection-oriented
network.

15 Overview

The rest of this paper is organized as follows: Section 2
describes the basic ideas behind virtual wires. Section 3
outlines the key components of our initial system, includ-
ing softwire compiler and hardware support. In Sections 4
we analyze experimental results for compiling two current
designs to various interconnect topologies and FPGA de-
vice sizes. Finaly, Section 5 summarizes our research and
outlines directionsfor future research.

2 Virtual Wires

One to one alocation of emulation signals (logical wires)
to FPGA pins (physical wires) does not exploit avail abl e off
chip bandwidth because:

Physical Wire

Figure 3: Virtual Wire Interconnect

e emulation clock frequencies are one or two orders of
magnitude lower than the potential clocking frequency
of the FPGA technology.

o al logica wiresare not active simultaneously.

By pipelining and multiplexing physical wires, we can cre-
ate virtual wires to increase usable bandwidth. By clock-
ing physical wires at the maximum frequency of the FPGA
technology, several logical connections can share the same
physical resource. Figure 2 shows an example of six log-
ical wires alocated to six physica wires. Figure 3 shows
the same example with the six logical wires sharing asingle
physical wire. The physical wire is multiplexed between
two pipelined shift loops (see section 3.3.1).

Systems based on virtual wires exploit several properties
of digital circuits to boost bandwidth using available pins.
In a logic design, evauation flows from system inputs to
system outputs. In a synchronous design with no combi-
natorial loops, this flow can be represented as a directed
acyclic graph. Thus, through intelligent dependency anal-
ysis of the underlying logic circuit, logical values between
FPGA partitionsonly need to be transmitted once (see sec-
tion 3.2.3). Furthermore, since circuit communication is
inherently static, communication patterns will repeat in a
predictable fashion. By exploiting this predictability, com-
muni cations can be scheduled to increase the utilization of
pin bandwidth.

Inour first implementation, we support virtual wireswitha
“softwire’” compiler. Thiscompiler analyzeslogicsigna de-
pendencies and statically schedules and routes FPGA com-
munication. These results are then used to construct (in the
FPGA technology) a statically routed network. This hard-
ware consists of a sequencer and shift loops. The sequencer
is a distributed finite state machine. It establishes virtua
connections between FPGAS by strobing logical wiresinto
specia shift registers, the shift loops. Shift loops are then
alternately connected to physical wires according to a pre-
determined schedule.
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While this paper focuses on logic emulation, we believe
that the technique of virtual wiresis aso applicableto other
areas of reconfigurablelogic.

2.1 Limitationsand Assumptions

The use of virtua wires is limited to synchronous logic.
Any asynchronous signalsmust still be “ hardwired” to dedi-
cated FPGA pins. Thislimitationisimposed by theinability
to statically determine dependencies in asynchronous loops.
Furthermore, we assume that each combinational loop (such
as aflip-flop) in a synchronous design is completely con-
tained in asingle FPGA partition. For simplicity, this paper
assumes that the emulated logic uses asingle global clock.

3 System Overview

This section describes an implementation of virtua wiresin
the context of a complete emulation software system, inde-
pendent of target FPGA device and interconnect topol ogy.
Whilethis paper focuses primarily on software, the ultimate
goal of thisresearch isalow-cost, reconfigurable emulation
system.

3.1 TheEmulation Clocking Framework

The various clocks used in the virtua-wire system define a
framework for system-level designwithvirtual wires. Let us
first describe this framework based on multiple clocks (see
Figure4).

Theemulation clock periodistheclock period of thelogic
design being emulated. We break this clock into evaluation
phases. We use multiple phases to evaduate the multiple
FPGA partitions across which the combinational logic be-
tween flip-flopsin theemulated design may be split. In other
words, evaluation within each FPGA partition, followed by
the communication of results to other FPGA partitions is
accomplished within a phase.

A phase is divided into two parts. an evaluation portion
and acommunication portion. Evaluation takes place at the
beginning of a phase, and logica outputs of each FPGA
partition are determined by the logical inputs in the input
shift loops. At the end of the phase, outputs are then sent
to other FPGA partitions with the pipelined shift loops and
intermediate hop stages (see section 3.3). These pipelines
are clocked with a pipeline clock (Figure 4) at the maximum
frequency of the FPGA.. After all phaseswithinan emulation
clock period are compl ete, the emulation clock isticked.

In contrast, hardwired systems dedicate a physical pin
to adistinct wire in the circuit and let the evaluation “flow”
through multipl e partitionswithin theemulation clock period
until theentire system settles. Phasesin virtual wire systems

allow a physica pin that is unused during some portion of
theemulation clock period to be gainfully empl oyed by other
signals.

3.2 Softwire Compiler

The input to the softwire compiler consists of a netlist of
the logic design to be emulated, target FPGA device char-
acteristics, and FPGA interconnect topology. The compiler
then produces a configuration bitstream which can be down-
loaded onto the emulator. Figure 5 outlinesthe compilation
steps involved. Briefly, these steps include trandation and
mapping of the netlist to the target FPGA technology, parti-
tioning the netlist, placing the partitionsinto an interconnect
topol ogy, routing the inter-node communication paths, and
finally FPGA -specific automated placement and routing.

321 Trandation and Mapping

The input netlist to be emulated is usualy generated with
a hardware description language or schematic capture pro-
gram. Thisnetlist must betrans ated and mapped to alibrary
of FPGA macros. It isimportant to perform this operation
before partitioning so that partition gate counts accurately
reflect the characteristics of the target FPGAs. We can aso
use logic optimization tools at this point to optimize the
netlist for the target architecture (considering the system as
onelarge FPGA).

3.2.2 Partitioning

After mapping the netlist to the target architecture, it must
be partitioned into logic blocks which can fit into the target
FPGA. With only hardwires, each partition must have both
fewer gates and fewer pinsthan the target device. With vir-
tual wires, thetotal gate count (logic gates and virtual wiring
overhead) must be no greater than the target FPGA gate
count. In our current implementation we use the Concept
Silicon partitioner by INCA [9]. This partitioner performs
K-way partitioning with min-cut and clustering techniques
to minimize partition pin counts.

3.2.3 Dependency Analysis

Sinceacombinatoria signa may passthrough several FPGA
partitions during an emulated clock cycle, al signas will
not be ready to schedule at the same time. In our current
implementation, we solve this problem by only scheduling
a partition output once al the inputs it depends upon are
scheduled. An output depends onaninputif achangeinthat
input can change the output. To determine input to output
dependencies, we analyzethelogic netlist, backtracing from
partition outputs to determine which partition inputs they
depend upon. In backtracing, we assume al outputs depend
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The gate overhead is then C'; times the total number of ST
shift register bits. Let V; denotethe number of logical inputs e = @//2(
for partition ¢, M, denote the number of times a physical PE 7
wirep ismultiplexed, and L, thenumber of bit shift registers 4
used for intermediate hopsin an FPGA. Gate overhead for 50 . bl e
100 1000 10000 100000

partition i isthen:

Gateyy = Cy % (VZ» + Ly + ZMp)

P

4.2 Effect of Pin Limitations

Before compiling the two test designs, we first compared
thelr communication requirements to the available FPGA
technologies. For this comparison, we partitioned each de-
sign for various gate counts and measured the pin require-
ments. Figure 9 shows the resulting curves, plotted on a
log-log scale (note that partition gate count is scaled to rep-
resent amapping inefficiency of 50%).

Both design curves and the technology curves fit Rent’s
Rule, a rule of thumb used for estimating communication
requirement in random logic. Rent’s Rule can be stated as:

pinsy/pins; = (gatesy/gateq)’,

where pins,, gates, refer to a partition, and pinsy, gatesy
refer to a sub-partition, and b is a constant between 0.4 and
0.7. Table 1 showsthe resulting constants. For the technol -
ogy curve, a constant of 0.5 roughly corresponds to the area
versus perimeter for the FPGA die. The lower the constant,
the more locality there is within the circuit. Thus, the A-
1000 has more locality than Sparcle, athough it has more
total communi cation requirement.

FPGA Partition Gate Count

Figure 9: Pin Count as a Function of FPGA Partition Size

As Figure 9 shows, both Sparcle and the A-1000 will
be pin-limited for any choice of FPGA size. In hardwired
designswith pin-limited partition sizes, usable gate count is
determined solely by available pinresources. For example, a
5000 gate FPGA with 100 pinscan only utilize 1000 Sparcle
gates or 250 A-1000 gates.

Next, we compiled both designs for a two dimensiona
torusand a full crossbar interconnect of 5000 gate, 100 pin
FPGAS, 50 percent mapping efficiency. Table 2 shows the
results for both hard wires and virtual wires. Compiling the
A-1000to atorus, hardwiresonly, was not practical with our
partitioning software. The gate utilizations obtained for the
hardwired cases agree with reportsin the literature [9] [14]
on designs of similar complexity.

In order to understand the tradeoffs involved, we plotted
both the hard wires pin/gate constraint and the virtual wires
pin/gate constraint curve against the partition curves for the
two designs (Figure 10). The region enclosed by the axes
and the constraint curves represents feasible regionsin the
design space. The intersection of the partition curves and
the wire curves gives the optimal partition and sizes. This
graph shows how virtual wires add the flexibility of trading
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Design Hardwires Only Virtual Wires Only
2-D Torus | Full Crossbar | 2-D Torus | Full Crosshar
Sparcle >100 9 9
(18K gates) (<7%) (23%) (80%) (80%)
A-1000 Not Practical >400 49 42
(86K gates) (<10%) (71%) (83%)

Number of FPGAs (Average Usable Gate Utilization)

Table 2: Number of 5K Gates, 100 Pin FPGAs Required for Logic Emulation

500 y -----% Hard Wires Constraints A
X:=+=X Virtual Wires Tradeoff %
A——A SPARCLE partitions \
400 &+ O——< A-1000 partitions ‘\:

300

FPGA Partition Pin Count

200

100

0
0 1000 2000 3000 4000 5000

FPGA Partition Gate Count
Figure 10: Determination of optimal partition size
gate resources for pin resources.

4.3 Emulation Speed Comparison
Emulation clock cycle time 7 isdetermined by:

e Communication delay per hop, ¢., which is the time
required to transmit a single bit on a wire between a
pair of FPGAS.

o Length of longest path in dependency graph, L, interms
of number of FPGA partitions (and hence phases) in an
emulation clock cycle.

o Tota FPGA gate delay along longest path 7%, which
is the sum of the FPGA partition delays in the longest
path (not counting communication time).

o Sum of pipeline cycles across al phases, N
o Network diameter, D (D = 1 for acrosshar)

o Average network distance, d (d = 1 for acrosshar)

Delaysin asystem are related to the number of phasesin
an emulation clock, and the sum of the number of pipeline

6000

clockswithin each of the phases. Thetotal number of phases
L inan emulation clock is the largest number of partitions
through which a combinatorial path passes. The number of
pipeline cycles in each phase is directly related to physical
wire contention.

If the emulation is latency dominated, then the optimal
number of phases is L, and the pipeline cycles per phase
should no greater than D, giving:

N=LxD

The upper bound of D isimposed by theworst case number
of intermediate hops.

On the other hand, if the emulation is bandwidth domi-
nated, then thetotal pipelinecycles(summed over al phases)
will beat lesst:

v,
N = MAX; (FZ)
where V; and F; are the number of virtual and physical wires
for FPGA partition ¢. If there are hot spots in the network
(not possible with a crossbar), the bandwidth dominated
delay will be higher. Emulation speeds for Sparcle and the
A-1000 were both latency dominated.

Although we have integrated FPGA specific placing and
routingtoolsinto our software system, we can not yet deter-
mine the exact computation time per partition. Instead we
consider a computation only delay component, and a com-
munication only delay component. This dichotomy is used
to give alower and upper bound on emul ation speed.

Computationonly delay: Tgp = Ty + t. x N,where
N = Ofor thehardwired case. The computation-only bound
assumes that communication time between chipsis negligi-
ble. Even though communication isassumed to be infinitely
fast, we add in a component equal to ¢. to reflect the extra
cost of multiplexing for virtual wires.

Communicationonly delay : Tge =%, X N.

Based on CLi6000 specifications, we assumed that 77, =
250ns and t, = 20ns (based on a 50 MHZ clock). Te
ble 3 shows the resulting emulation speeds for virtual and
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Figure 11: A-1000 Emulation Speed (Communication only
Component)

hardwires for the crossbar topology. The emulation clock
range given is based on the sum and minimum of the two
components (lower and upper bounds). For example, the
computation-only delay in Sparcle for hardwires is exactly
Ty yieding Tep = 250ns. The computation-only delay in
Sparcle for virtual wiresis 250 + 6 x 20 = 370ns. Note
that we have made the conservative assumption in the com-
putation dominated case that 7, for virtua wires remains
the same as that for hardwires, even though virtual wires
yieldsfewer partitions. When the use of virtual wiresalows
adesignto be partitioned across|ess FPGAS, L isdecreased,
decreasing Tz ¢. However, the pipeline stages will increase
Trp by t. per pipdinecycle.

In Table 3, the virtual wire emulation clock was deter-
mined solely by the length of the longest path; the commu-
nication was limited by latency, not bandwidth. In order
to determine what happens when the design becomes band-
width limited, we varied the pin count and recorded the
resulting emulation clock (based on Tg ) for both a cross-
bar and torus topology. Figure 11 shows the results for the
A-1000. The kneeof the curveiswherethelatency switches
from bandwidth dominated to latency dominated. The torus
isdower because it has alarger diameter, D. However, the
torus moves out of the latency dominated region sooner be-
cause it exploits locality; severa short wires can be routed
during thetime of asinglelong wire. Notethat thisanaysis
assumes that the crossbar can be clocked as fast asthetorus;
the increase in emulation speed obtained with the crossbar
islower if ¢. isadjusted accordingly.

44 Combination of Virtual Wireswith Har d-
wiring

Withvirtual wires, neither designwas bandwidth limited, but
rather limited by its respective critical paths. As shownin
Figure11, the A-1000 only needs about 20 pinsper FPGA to
run at the maximum emulation frequency. Whilethisalows
theuse of lower pin count (and thus cheaper) FPGAS, another
option is to trade this surplus bandwidth for speed. This
tradeoff isaccomplished by hardwiring logica wiresat both
ends of the critical paths. Critical wires can be hardwired
until there is no more surplus bandwidth, thusfully utilizing
both gate and pin resources. For our designs on the 100 pin
FPGASs, hardwiring reduced the longest critical path from 6
to 3 for Sparcle and from 17 to 15 for the A-1000.

5 Conclusions and Future Research

This paper describes the software portion of a project at
MIT to produce a scalable, low cost FPGA-based emulation
system which maximizes FPGA resource utilization. While
this paper has focused on software techniquesfor improving
performance in FPGA-based logic emulation systems, it is
also applicableto other types of FPGA-based systems.

Our results show that virtual wires allow maximum uti-
lization of FPGA gate resources at emulation speeds com-
petitive with existing hardwired techniques. Thistechnique
isindependent of topology. It allowsthe use of less complex
topologies, such as a torus instead of a crossbar, in cases
where such atopology was not practical otherwise.

This project has uncovered several possible aress for fu-
ture research. Using timing and/or locality sensitive parti-
tioning with virtual wires has potential for reducing the re-
quired number of routing sub-cycles. Communication band-
width can be further increased with pipeline compaction, a
technique for overlapping the start and end of long virtual
paths with shorter paths traveling in the same direction. A
more robust implementation of virtual wires replaces the
global barrier imposed by routing phases with a finer gran-
ularity of communication scheduling, possibly overlapping
computation and communication as well.

Using the information gained from dependency anaysis,
we can now predict which portions of the design are active
duringwhich partsof theemulation clock cycle. If theFPGA
device supportsfast partia reconfiguration, thisinformation
can be used to implement virtual logic via invocation of
hardware subroutines [8]. Aneven moreambitiousdirection
which we are exploring is event-driven emulation - only
transmit signalsthat change, only activate (configure) logic
when it is needed.
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Hardwire Only | Virtua Wire Only
Sparcle Longest Peth 9 hops 6 hops
Computation only delay 250 ns 370 ns
Communication Only delay 180 ns 120 ns
Emulation Clock Range 2.3-5.6 MHz 2.0-8.3MHz
A-1000 Longest Peth 27 hops 17 hops
Computation only delay 250 ns 590 ns
Communication Only delay 540 ns 340 ns
Emulation Clock Range 1.3-4.0MHz 1.1-29MHz

Table 3: Emulation Clock Speed Comparison
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