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Abstract—

There is increasinginterestin wir elessad hoc networks
built from portable devicesequippedwith short-range wir e-
lessnetwork interfaces. This paper addressesssuesrelated
to internetworking such networks to form larger “scatter-
nets” Within the constraintsimposedby the emerging stan-
dard Bluetooth link layer and MAC protocol, we describe
an efficient online topology formation algorithm, called TSF
(Tree Scattemet Formation) to build scattemets. TSF con-
nectsnodesin atreestructur ethat simplifies packet routing
and scheduling The designallows nodesto arri ve and leave
arbitrarily , incrementally building the topology and healing
partitions when they occur. We presentsimulation results
that shaw that TSF haslow treeformation latency and also
generatesan efficient topology for forwarding packets.

I. INTRODUCTION

Bluetooth[1] is emeging asanimportantstandardor
shortrange,low-power wirelesscommunication. It pro-
vides a decentralizeccommunicationsubstratehat stan-
dardizeghe link-layer mediumaccesgMAC) and physi-
cal layerfunctionalitiesof the traditionalnetworking pro-
tocol stack [1], [2], [3]. It operatesin the 2.4 GHz
frequeny bandemplg/ing a pseudo-randonfrequeng-
hoppingscheme.

The BluetoothMAC protocol is designedto facilitate
the constructionof ad hoc networks without the needfor
manualconfigurationcablesor wired infrastructure It is
basedhot on distributed contentiorresolution,asin tradi-
tionalwirelessLANSs, but onamasterslave mechanismA
Bluetoothpiconetconsistsof one masterandup to seven
slaves. Themastemllocatedransmissiorslots!(andthere-
fore, channebandwidth)to the slavesin the piconet. The
basicideais for themasteandslavesto usealternaterans-
missionslots,with eachslave slot (anodd-numberedlot,
by corvention) beingusedonly by the slave to which the
mastersentaframein the previous(even-numberedyans-
missionslot. This MAC protocolis anexampleof atime-
divisionduplex (TDD) scheme.

Frequeng hopping allows multiple concurrentBlue-
tooth communicationswithin radio rangeof eachothet

! A Bluetoothlink hasamaximumcapacityof 1Mbpsandeachtimes-
lot takes625microseconds.
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Figurel. A Bluetoothscatternetvith two typesof relaynodes:
nodel is a“slave relay”, while node2 is a“masterrelay”.

without adwerseeffects due to interference. This facili-

tateshigh densitiesof communicatingdevices, makingit

possiblefor dozensof piconetsto co-exist and indepen-
dentlycommunicatén closeproximity withoutsignificant
performancelegradation.This raisesthe possibility of in-

ternetvorking multiple piconets.The Bluetoothspecifica-
tion alludesto this possibility calling it a scatternet,but

doesnot specifyhow it is to bedone.

An obviousstartingpointis to judiciouslychoosenodes,
suchasnodesl and2 in Figurel, to participateasrelays
in multiple piconets,forwarding data betweenpiconets.
Sincetwo slave nodescannotbe linked togetherdirectly;
the path of a paclet must alternatebetweenmasterand
slave nodes until it reachests final destination While the
basicideais simpleenoughanumberof challengingorob-
lemsneedto be solved beforethis canbecomeareality.

We presentan efficient topology formation algorithm,
calledTSF (for TreeScatterneFormation),which assigns
master/slee rolesto nodeswhile connectinghemin atree
structure. Our algorithmis both decentralizecand self-
healing,in thatnodescanjoin andleave at ary time with-
out causinglong disruptionsin connectyity. It alsode-
cidesdynamicallyandin adistributedfashiorwhichnodes
act as mastersand which as slaves, thus avoiding man-
ual configurationof rolesto nodesor centralizeddecision
making. Furthermoreour schemedoesnot requireary
communicationbetweennodesalreadyin the scatternet,
usingonly Bluetooths lower-layerprimitivesfor detecting
potentialnodesto form links with andestabliskcommuni-
cationlinks.
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We chose a tree topology, in contrast to the approach  Potential Master Potential Slave
proposed in [4], because it simplifies both the routing of L |
messages and the scheduling of communication events ggltlgy— Inquiry-Scan-
Routing is simplified because there is no need to worry e State
about routing loops and there exists a unique path betweer ————] o

. - g emmmm———— e 3 1 A

any two nodes. Nodes can be assigned unique addresse page- | —2E—) Page-Scan-
based upon their position in the tree. Higher-layer des- State .—T’ uC) State
tination identifier €.g., IP addresses) can be mapped to D o —
these addresses using a mechanism like the address resoli
tion protocol (ARP) that returns a node’s scatternet address Figure 2. Bluetooth link formation process.
in response to an ARP query. Armed with this scatternet
identifier, the packet forwarding protocol works by sim-
ply having each node look at the destination and forward Potential Master Potential Slave

it along one of its links. This kind of approach could be

more efficient than many traditional ad-hoc routing proto- @
cols [5], [6], [7], which either incur per-packet overhead as
in Dynamic Source Routing (DSR) [8] or Routing Vector
Method (RVM) [9], or increase memory requirements as
in Ad-hoc On-Demand Distance Vector (AODV) [5].

Atree topology is effective in reducing the average com-
munication latency between all node pairs for Bluetooth-
like TDM networks. We show this in Section IV-D by
defining the topology efficiency metric and evaluate the T expires y.
tree topology against various topologies. The intuition for
why a tree topology is a reasonably efficient one is that
it minimizes the total number of links and the number of
average piconets per bridge node. Minimizing the total
number of links in a topology reduces the potential fo
contention for transmission slots in the Bluetooth TD
scheme. Reducing the average piconets per bridge nodé&he link formation process specified in the Bluetooth
avoids bridges becoming communication bottlenecks aseband specification consists of two proceskegliry
they participate in multiple piconets on a time division baandPage[1]. The goal of the Inquiry process is for a mas-
sis. Our algorithm achieves the minimum number of aveer node to discover the existence of neighboring devices
age piconets per bridge node by ensuring that every bridgal to collect enough information about the low-level state
node participates in exactly two piconets. of those neighbors (primarily related to their native clocks)

In Section II, we explain the Bluetooth link formatiorfo allow it to establish a frequency hopping connection
process and prior work on scatternets. Section I1l describ@iéh a subset of those neighbors. The goal of the Page
the details of the TSF algorithm. We evaluate the peprocess is to use the information gathered in during the In-
formance TSF and compare it to another scheme in SEEIry process to establish a bi-directional frequency hop-
tion IV, and offer our conclusions in Section V. ping communication channel.

During the Inquiry process, a device enters either the
INQUIRY or theINQUIRY SCAN state. A device in the
INQUIRY state repeatedly alternates between transmitting

In this section, we provide background informatioshort ID packets containing an Inquiry Access Code (IAC)
about some aspects of Bluetooth. We start by describiagd listening for responses. A device in tiNMQUIRY
how two nodes establish a bi-directional communicatio®CAN state constantly listens for packets from devices in
link. An understanding of this link formation processthe INQUIRY state and responds when appropriate. The
which is part of the Bluetooth specification, is necessaBluetooth specification states that a node inlth@UIRY
to understand topology formation algorithm. We then distate devotes sufficient amount of time transmitting and lis-
cuss a probabilistic topology formation scheme, which vitening whereas a node periodically enters tRQUIRY
used as a benchmark for evaluating our scheme. SCAN state to scan continuously over a short window.

SetingTm

Figure 3. State transitions during the Inquiry process.

. Bluetooth link formation

[I. BACKGROUND
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During the Inquiry processall nodeshopover 32 dedi-
catedfrequencieg. Of course theinquiring nodeandthe
scanningnode could be out of phasesincethe phaseof
eachis determinedy its local clock. To facilitate proper
frequenyg synchronizatiorwithin a reasonabl@mountof
time, the Bluetooth Basebandspecificationrequiresthat
the INQUIRY nodehopsata muchfasteratethanthe IN-
QUIRY SCAN node.

Multiple INQUIRY SCAN nodescan simultaneously
receve messagesom thesameNQUIRY node.To avoid
contention,eachscanningnode choosesa randomback-
off intenal, T}, betweerD and1023time slotsbeforere-
spondingwith the signalinginformation. If Ty, is the
delaybeforetwo nodescansynchronizeheir frequencies
duringthe Inquiry processthetime takento completethe
Inquiry processs givenhby:

T%nq = 2Tsync + Tbo (1)

A noderemainsin INQUIRY stateuntil a timeoutpe-
riod elapseskeepingtrack of which nodesrespondiuring
this time. After this time, if the numberof responsess
greatethanzero,it entergshe PAGE state.Analogouslya
nodein theINQUIRY SCAN statealsoperiodicallyenters
the PAGE SCAN state.A device in the PAGE stateuses
the signalinginformation obtainedduring the INQUIRY
stateandsendsout trainsof ID pacletsbasedon the dis-
covereddevice’s addressBD_ADDR.3 Whenthe device
in the PAGE SCAN staterespondack,bothdevicespro-
ceedto exchangenecessarynformation to establishthe
MasterSlave connectionand eventually enterthe CON-
NECTION state. The device in the PAGE statebecomes
the masterandthe device in the PAGE SCAN statethe
slave. Figures3 and4 illustratethe statetransitionsduring
the Inquiry andPageprocessesespectiely.

ThePageprocesss similarto thelnquiry processxcept
thatthe pagingdevice alreadyknows the estimatedclock
valueandBD_ADDR of the pageddevice. However, there
will still be somesynchronizatiordelay beforethe pager
andthe pageddevices can communicate.We defineT),,
asthetime takento completethe Pageprocesslt is worth
while to notethatit will bemostefficientfor thetwo nodes
in theInquiry procesdo enterthe Pageprocessaassoonas
theinquiringnodehasrecevedtheinquiry responseThus,
the total time takento establisha link betweerntwo nodes
is:

Teonn = Tinq + Tpg (2)
2The numberof frequenciesisedduringthe inquiry or pageprocess
is 32in EuropeandUS and16in othercountriessuchasJapan.
3BD_ADDR is the globally unique48-bit addresf the Bluetooth
device.

Potential Master

ID, SDAC
—————————— >
1D, SDAC

<_

Potential Slave

Figure4. Statetransitionsduringthe Pageprocess.

Tingq is typically muchlargerthanT),, anddominateshe
delayto enterthe CONNECTION state?

B. Scatterneformation

A topologyconstructionprotocolis neededo form pi-
conetsand interconnectthem via bridges. There exists
an extensve literature on distributed protocolsfor self-
configuringnetworks[10], [11], [12]. Little of it, however,
dealswith the complicationsintroducedby the master
slave frequenyg hoppingTDD MAC layer usedin Blue-
tooth.

The Bluetooth specificationassumeshat each node
knows whetherit is to beamasteror aslave. Theneedfor
manualconfigurationof masteror slave rolesis unattrac-
tive whenmorethanafew nodesareattemptingto form a
connectedcatternein anadhocfashion.To dealwith this
problem,the Bluetoothspecificatiorprovidesa HostCon-
troller Interface (HCI) specificationthat provides a stan-
dardizedmethodof accessindghe Bluetoothbasebanda-
pabilities. Thisinterfacecanbeusedto implementvarious
topologyformationschemes.

Salonidiset al. presenta symmetriclink formation
schemeavhereno configuratiorof potentialmasteior slave
rolesis necessar{d]. In theirschemegvery nodewishing
to establishlinks with othernodesalternatedbetweenthe
INQUIRY andINQUIRY SCAN statescontinuouslyand
attemptsto connectwith anothernodewhich is in a dif-
ferentstate. The stateresidencdime is randomized.The
schemaiusesanelectionprocesdo electaleaderto config-
ureaparticularscatternetopology The schemas limited
to scenariosvhereall nodesarrive over a small windowv
andarewithin radio proximity of eachother It doesnot
take into accountfor scenariosvherenodesin the scat-

4qu is in the orderof secondsvhereasl, is in the orderof mil-
lisecondsif both nodesin the Inquiry processenterthe Pageprocess
immediatelyaftertheinquiry responsés receved.
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ternetmay arbitrarily disappeaidue to mobility or other
constraintssuch as drainedbatteries. This schemealso
currently limits the maximumnumberof nodesinvolved
in the scatterneformationto be 36. Theauthorsshaw that
the performancef their schemeundersuchconstraintss
reasonablyood.

In later sections,we compareour topology forma-
tion schemeto a probabilistic scheme. The probabilis-
tic schemefollows straightforvardly from the Bluetooth
basebandpecification1], which specifiesrecommended
timervaluesfor potentialmasterandslaves. Whenanode
comesonline,it configurestself asa potentialmastemvith
a probability of P,,. A potential masternode staysin
theINQUIRY stateconstantlysendingoutinquiresfor the
neighboringnodesand attemptsto establishlinks with a
maximumof N, potentialslares. A potentialslave peri-
odically entergheINQUIRY SCAN andthe PAGE SCAN
statesandestablisHinks with ary mastemode.Sincemas-
ter nodesalways stayin the INQUIRY state,it generally
follows thatslave nodeshecomebridgesbetweemmultiple
piconets®. As time goeson, new links continueto form.
P,, and N, governtheconnectyity of thetopologyandits
efficiengy. In SectionlV, we discussthe performanceof
this probabilisticschemeas a function of the parameters
P, andN;.

[11. TSF: TREE SCATTERNET FORMATION

Bluetooth-like link technologiesare a recentdevelop-
ment, and one canonly speculateon how they might be
networked togetherandused.Broadly speakingthereare
two distinctervironmentsin which Bluetooth-basedcat-
ternetswill beused.In someervironments,t will berea-
sonabldo staticallyconfigurescatternets theway mary
wired (and wireless)networks are configuredtoday In
mary other ernvironments,the relatvely frequentarrival
anddepartureof nodesandnodemobility will make man-
ual configuratiorproblematic.Thesearethe ervironments
of interestto us.

Within theseervironments,onecanervision two usage
modes. In the first mode, most (or all) nodesarrive en
masse suchasin a scheduledneetingwith several par
ticipantsequippedwith Bluetoothdevices. In the second
mode,nodesarrive andleave in incrementafashion,such
thatat ary time thereis a “core” operatingnetwork thata
new nodeshouldjoin. This situationwould arisein a de-
ploymentwith severalaccespointsanda combinationof
staticandmobile (or battery-operatedjevices. Our goal
is to efficiently constructtopologiesfor both thesemodes

®For simplicity, we limit the maximumnumberof piconetsa slave
participatesn to 8.

of operation.

This sectionpresentandprovesthecorrectnessf TSK
a tree scatterneformationalgorithmthat hasthe follow-
ing propertieshatmeetthe requirement®f our operating
ervironment.

1. Connectiity: TSFconstantlyattemptgo corvemgeto a
steady-statén which all nodescanreacheachother At
ary time, the topology producedby TSF is a collection
of oneor morerootedspanningrees(a fores), which are
eachautonomoushattemptingo melgeandcornvergeto a
topologywith a smallernumberof trees.

2. Healing: TSFhandlesnodesarriving incrementallyon
enmasseandnodesdepartingncrementallyor enmasse
avoiding loopsandhealingnetwork partitions.

3. Communicationefficiengy. TSF producestopologies
wherethe averagenode-nodeéateng is small(logarithmic
in the numberof nodes,avoiding long chains). TSF uses
arandomizedorotocolto balancethe time spentby nodes
alreadyin the scatternebetweercommunicatinglataand
performingthe socialtask of forming a more connected
scatternet.

A. Protocol

At ary point in time, the TSF-generatedscatternet
is a forest consistingof ¢ connectedtree components
{Th,Ts,...,T.}. Someof thesetreesare single nodes
(alsocalledfreenode$ thatareseekingo join anothettree
to form alargercomponenandreducethenumberof com-
ponents Eachtreeis rooted;we denotetheroot of treeTy,

by r.

TSF is distributed with each node operating au-
tonomouslywith only local communicationEachnodein
the network runsthe samestate-machinalgorithm,tran-
sitioning betweentwo states: FORM, which consistsof
two sub-state$ORM: INQUIRY andFORM:INQUIRY-
SCAN, and COMM. In the FORM state, the node at-
temptsto rendezous with anothernode belongingto a
differenttree,to form aBluetoothcommunicatiorink and
therebyimprove theconnectedness thescatternetin the
COMM state the nodeis involvedin datacommunication
with othernodesin its connectedcomponentand not in
scatterneformation. This division of statesis necessary
becaus@luetoothis a frequeng-hoppedandtime-slotted
system.

The pseudo-codéor the state-machineunningat each
nodeis shavn below.
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PROCEDURE TSF() {
doforever {
state«— OPPOSITE(Stae)
t_form < random{ E[T},4], D)
Remainin “state” for timet_form
if (root) {
state«< OPPOSITE(state
t_form « randon{ E[T;,4], D)
Remainin “state” for time t_form
¥
t.comm< feomm x randon{E[T;,,], D)
if(t_comm)state<— COMM
Remainin “state” for timet_.comm

}
}

PROCEDURE OPPOSITE(STATE) {
if (state== FORM:INQUIRY)
state«~ FORM:INQUIRY-SCAN
else
state«~ FORM:INQUIRY
returnstate

}

The FORM stateis usedby nodesto reducethe num-
ber of partitionedscatternetcomponents. It consistsof
two sub-statesFORM:INQUIRY and FORM:INQUIRY-
SCAN, which correspondo the Bluetooth-specifiedtates
that allow two nodesto rendezous andthen establisha
communicatiorink. While all nodesspendtime in this
state therootsof eachtreein theforestplay a specialrole
andspendmoretime in this statethanthe othernodesin
thetree.

TSFhastwo parameters theFORM state F[T;,,] and
D. E[Tiyq) is thetime takento completethe Inquiry pro-
cessgivenby Equationl. D is a parametedecidingthe
size of the randomintenal, which governshow long the
nodeis residentin a given state. We analyticallyderived
optimalvaluefor D andalsoranexperimentgo verify that
value.

The time spentin the COMM stateis a function of
feomm,» Which in turn is a function of how busy a node
is likely to be in performing its communicationtasks.
Clearly if thenodeis afreenode, f.omm MustbeO, since
it cannotbeinvolved in ary communication.In this case,
thenodespendsll of its timein FORM, attemptingo join
ascatternetln contrastthe biggerthetree,it is important
for anodeto spendmoreof its time involvedin communi-
cation. However, it is alsoimportantfor eachnodein the
treeto play a partin forming biggertreesandimprove the
overall connectiity of thescatternet.

We find thata choiceof f.,,, asafunctionof theage
of the node(in termsof how long agoit enteredhe scat-
ternet),andin proportionto thenodes numberof children
in the currenttree, can produceefficient communication
topologieswherethe averagepathlengthis short. Thein-
tuition behindthe agetermis thatif a nodehasonly re-
cently joined, it is worthwhile making it spendmore of
its time trying to form a bigger scatternetyelative to an
oldernodethatmay beinvolved in, andessentiafor, effi-
cientdatacommunication.The intuition behindusingthe
numberof childrenis thatthelargerthis numbeythemore
likely it is to beinvolvedin communication.

The final piece of the TSF algorithm concernsloop-
avoidancewhichhelpspresere theinvariantthatasnodes
join andleave, the scatternetemainsa forest. To achieve
this, TSFassociateaspecialrolefor therootof eachcom-
ponenttree: Only root nodescan attemptto heal parti-
tions and join anothertree asa slave. As shawn in the
pseudocodabore, root nodesspendroughly doublethe
amountof time asnon-rootnodesin the FORM state,to
accountfor their performingthe taskof healingtheir cur
rent treewith anotherto form a biggertree. In contrast,
non-rootnodesplay arole in helpingfree nodesjoin the
scatternetandso needto spendsometime in the FORM
state) but donotneedo spendasmuchtime asarootnode
because¢hey arenotinvolvedin healingoperationgo form
biggerconnectedrees(andalsobecaugherearemultiple
non-rootnodesin ary treeof morethantwo nodes).

The rest of this section describesthe FORM and
COMM statesn moredetailandprovessomepropertieof
TSFE The next sub-sectiorshavs how to implementTSF
usingBluetoothprimitives.

A.1 FORM state

In theFORM state arootnodetransitiongo the“oppo-
site” of its currentstateandspendsrandomperiodof time
thereperformingthetaskcorrespondingo eithertheBlue-
tooth INQUIRY or BluetoothINQUIRY SCAN mode. It
thentransitionsto the other FORM sub-stateand spends
a randomintenal of time there. Notice that a free node
thathasno otherchildrenin its treehasno COMM state,
and thereforesimply alternatesbetweenthe two FORM
sub-statesThisideais motivatedby a suggestionin [4].

When a root nodesuccessfullyreceves an inquiry re-
sponsgrom another(root) node,the two nodesimmedi-
atelyenterthe PAGE andPAGE SCAN statesandattempt
to establisha.connection After alink connectioris estab-
lishedthemastemodebecomesherootnodeandtheslave
becomes leafnodeformingalargertreeandreducingthe
numberof componentreesin theforest.

Whenarootnodejoinsanothemodeasachild, thechild
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| Mas/Slave| Root | Non-root | Free] single connected scatternet. Table | shows the valid combi-
Root 1 0 0 nation of master-slave connection establishment between

Non-rootll O 0 1 different types of nodes.
Freell 0 1 1 We do not allow the connection between non-root nodes

and root nodes since this has the potential to create self-

TABLE _ loops or multi-hop loops. Of course, it would be possi-
LINK FORMATION COMBINATION:: ENTRIES WITHOARE 110 44 allow the connection and check for loops, but do-
INVALID .

ing so would involved a significant amount of communi-
cation within the scatternet, which has high overhead. In
fact, TSF produces trees without any communication be-

. tyveen nodes already in the scatternet, and is well-suited to
is made the slave and the parent node the master of t : . . . .
luetooth implementation as explained in Section Il1-B.

: a
Bluetooth piconet. The parent then serves as a re!ay aN%e also note that making free nodes children of root
forwards packets to the subtree rooted at the erstwhile root.
W thi ¢ | rat b it is simol nogies of trees that are not themselves free nodes cannot
¢ use this masterrelay stralegy because 1 1S simple lig,ie loops. However, TSF precludes this possibility, to
easy to reason about, and because it minimizes the num- . . .
. . . - Save links of root nodes for merging with other trees. We
ber of piconets in which a relay node participates (at mqst . e . .
. ) L ind that this partitioning of functionality, where the root
two, the minimum possible) and therefore minimizes the

: . o .rwde is involved with merging with other non-trivial trees,
scheduling and piconet-switching overhead, both of whic I
o . and the non-root nodes help free nodes join the scatternet,
are significant in Bluetooth.

works well.

TSF uses three rules to form bigger trees while avoidingThe FORM state is characterized by the amount of
loops: time spent alternating between tRORM:INQUIRY and
1. Free nodes may only connect to other free nodes, OIHORM:INQUIRY-SCAN sub-states. To avoid periodic

non-root nodes. In the first case, one of the nodes becong@schronization effects, TSF picks a time from a random
master and the other the slave of the newly formed Blugterval for this, given by:

tooth piconet; in the second case, the erstwhile free node
becomes the slave. tform = random(E[Ting], D) Q)

2. Root nodes of trees with more than one node may omys clear that this time must at least be as long#4&;,,,]

connect to other root nodes. One of the erstwhile rogf ensure enough time for a successful handshake.
nodes becomes the master and the other the slave fordhguld be based on the expected time for two Bluetooth

newly formed Bluetooth piconet. nodes to discover each other and successfully establish a

3. Non-root nodes do not attempt to form larger trees wigbmmunication link. IfD is too short, the chances of es-

nodes that are not free nodes. tablishing a connection during a slot in which the oppor-
Theorem 1:TSF produces loop-free topologies. tunity for a establishing a connections exists will be too

Proof: By induction on the number of nodesin low. If D is too long, a great deal of time (and power) will
the scatternet. For < 2, this is clearly true (Rule 1). be wasted during slots in which there is no opportunity to
Suppose it is true for all trees of size ng; consider two establish a connection.
treesTy andT5, of sizesn, andny, both smaller thamy.

The number of links in tre&; is n; — 1, by definition. A.2 COMM State

Without loss of generality, suppo%g’s rootr; attempts  In the COMM state, a node spends a period of time
to join T as a slave. Iff} is a free node, then it links with given by:
a non-root node irfy and forms a tree of size, + 1,
without loops (Rule 1). IfI} has more than one node in
it, thenry links with o and produces a new connected The value off.om,, depends on whether the node is a
graph withn; + ng nodes with(ny — 1) + (ng — 1) + 1 = free node, on the age of the node, and on the number of
n1 + ny — 1 links, which must be a loop-free tree (Rule 2)adjacent linksd.
Rule 3 ensures that loops are avoided since only T

teomm = fcomm X Ta'ndom(Ra D) (4)

can merge with another non-trivial tree. | 0 iffree node
TSF can be visualized as various free nodes joining eXf.omm = d ifnot free & age< threshold
isting trees (or other free nodes) in the scatternet, while Ad if not free & age> threshold; A>1

root nodes attempt to merge together to eventually form a (5)
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A.3 Pernodestate

Clearly TSF needsvery little pernode stateinforma-

tion. In fact, only two bits of information is necessary

so that a nodeknows which type of nodeit is. Figure5

shaws the transitionsbetweendifferentnodetypesbased
on a new link creation. Whenlinks aretorn down, each
nodeupdategheinformationin a similar fashion.

A.4 Healing

Self-healingis animportantrequirementor a topology
formationschemegspeciallyin networksin which mary
nodesareenegy-constrainedVe assumehatnodesn the
network may arbitrarily leave resultingin network parti-
tions. TSF ensureghat network partitionsheal properly
within areasonabl@mountof time.

We distinguishtwo waysin which connectiity canbe
lost: whena masternodelosesthe connectionto a slave
node,andwhena slave losesthe connectiorto its master
Whena masterdetectghelossof achild, it doesnot need
to do anything exceptdecideif it hasbecomea free node.
Whenaslave losestheconnectiity to its parentjt updates
its nodetypeandsetsage (seeEquation5) to zero. A leaf
nodein this situationbecomes free nodeandaninternal
nodebecomesrootnode.

An importantdetail concernghe Bluetoothlimitations
on the maximumnumberof links. In a situationwhere
multiple nodesarrive at roughly the sametime, several
communicationlinks will be establishedsimultaneously
resultingin mary network components. Currently our
schemeonly allows root nodesto merge togetherto pro-
duceasingleconnectedccatternetree. This simplifiesthe
protocolfor avoiding loops. However, a masternodein
Bluetoothpiconetcanonly have a maximumof 7 slaves.
Thus, there could be situationswhereall the root nodes
may not be ableto memge togetherasall of themhave al-
readyhadthe maximumnumberof children.

To avoid this casewhenaroot nodeis aboutto reacha
maximumnumberof children,it desighates child to be-
cometherootandthetwo nodesswitchrolesasmasterand
slave. We have not experiencedhis particularsituationin
ary simulationsimulationsinvolving 100 or fewer nodes.
Therearethreereasondor this. First, asthe size of the
scatterneincreasesnenly arrivedfree nodeswill be most
likely to attachto an existing treeimmediatelyinsteadof
forming a separatesub-treewith otherfree nodes. Sec-
ond, by putting the numberof adjacentinks into consid-
erationin Equation5, TSF preferentiallyinducesmutliple
smaller(in termsof degree)sub-treeso meige together
before eventually meiging with the largesttree. Finally,
whenthe two root nodesmeige, the root nodeassuming

slave link

master link

master link

master link <

Root
LIAC/LIAC

master link

slave link

Figure5. Nodestatetransitionsduringtopology construction.
IACsusedto transmitandlistenduringthelnquiry process
areseparatetby /.

the masterole becomedhe parentandthus,it is unlikely
thata particularroot nodewill exhaustits links sincethis
will requirethatroot nodeto alwaysassumeherole of a
master

B. Bluetoothimplementation

To implementTSF in Bluetooth, nodesneedto know
the kind of nodewith which they areaboutto establisha
link. Thisinformationcanbe exchangedncetwo nodes
have alreadyestablishea link, andbasednthatthey can
decideto eitherbreakthelink or continue.Obviously, this
is inefficient. Fortunatelythe Bluetoothspecificatiorallo-
cate64 Dedicatednquiry AccessCodeqIAC) to beused
duringthelnquiry processCurrentlyonly the Genericln-
quiry AccessCode(GIAC) andthe Limited Inquiry Ac-
cessCode(LIA C) aredefined.The BluetoothHCI specifi-
cationallows nodesin the INQUIRY SCAN stateto filter
certaintypesof IAC or listen to a particularlist of IAC.
In our schemewe useboth GIAC andLIAC. To isolate
the communicatiorbetweenroot nodes,rootsonly trans-
mit andlistento ID paclets containingLIAC. All other
nodestransmitiD pacletswith GIAC andnever listento
ID pacletswith LIAC. This preventsnodesfrom attempt-
ing to establishunwarrantedconnectionsandsignificantly
improvesthe efficieng of the protocol. Figure 5 shawvs
the IAC transmittedandlistenedto by eachnodetype.

Thereis onecircumstanceinderwhichtwo nodesmight
attemptto form a connectionthat would lead to a loop.
This happendecause nodein the INQUIRY statedoes
not know whetheraninquiry responsé€FHS paclet) is in
responsedo that nodes inquiry. Considertwo root nodes
A andB whicharein theINQUIRY andINQUIRY SCAN
stategespectiely. After receving ID pacletsfrom A, B
respondgo A with an FHS paclet. However, supposea
non-rootnode,C, from the treerootedat B is alsoin the
INQUIRY stateandaccidentallyrecevesthe FHS paclet
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from B. SinceC has no way knowing thaB is a root
rather than a free node, bathandC will attempt to page
B which has entered the PAGE SCAN state as describ
in Section II-A. If C is successful beford in establish-
ing a link with B, it will produce a cycle. This problem < 15
can be easily avoided by including one extra bit of infor-c;c;
mation, stating whether the node sending the response i%«:ﬁl 10
root node or not. The FHS packet does have two reservegl
bits, but these are not accessible through HCI commands.
Because we want our scheme to work with the current HC@ 5
specification, we have decided not to use this approacls.
Instead, our scheme requires the parent node to send a sth-
gle slot packet to a new child node including information 0 10 20 30 40 50 60

about the type of the parent node after a connection is es- Nodes

tablished. If the child node is npt a _free node and bpmgure 6. Average connection setup delay for the TSF and
nodes are not root nodes, the child will tear down the link- proOB schemes.

by sending appropriate HClI commands to the Baseband

module.

PROB
TSE =

secoggs)

PROB and the TSF schemes as a function of the number of
IV. PERFORMANCE EVALUATION nodes arrived. TSF achieves achieves an average connec-
We implemented our algorithms in thes-2 [13] net- tion setup delay about 3 seconds regardless of the number

work simulator using a Bluetooth extension module fé¥ nodes, and clearly outperforms PROB.

ns developed at IBM [14]. We conducted several sim- i

ulations to evaluate the performance of our algorithmg: Scatternet Formation

This section presents our results on link establishment la-As proven in Section Ill, TSF attempts to monoton-
tency, scatternet formation latency, and communication &fally reduce the number of trees and to converge to a
ficiency in terms of latency of the scatternet topologies utepology with a single connected scatternet when nodes

der different conditions. are in radio range. In contrast, PROB may not converge
_ _ to a single scatternet at all since master nodes may run out
A. Configurations of available links. Figures 7 illustrates how long it takes

In all the experiments, nodes arrive uniformly over a 1® form a connected scatternet for both PROB and TSF.
seconds window. The simulation is run until a steady stafée eliminate many trials where PROB cannot produce a
is reached. Every data point shown in the figures is tkennected scatternet.
average of 10 runs. We compare TSF to several configuraThe performance is comparable for scenarios involving
tions of the probabilistic scheme described in Il with varless than 40 nodes. However, the delay for TSF signifi-
ous values of?,, andN,. Recall thatP,, is the probability cantly increases when the number of nodes is 50 or larger.
with which a node configures itself as a master ahds The reason for that is as the number of nodes increases, the
the maximum number of slaves with which a master no@&erage degree of root nodes increases and thus, it takes
attempts to establish communication links. For clarity, wenger for roots to merge together (Recall that the time a
choose to show a particular configuration®f, and N, node spends staying in tif€@ORM state depends on the
whereP,, = 0.5 andN, = 5. We will refer to this scheme degree.)
as PROB. TSF is configured so thtateshold specifiedin  Inreturn for the longer setup time, TSF yields a far sim-

Equation 5 is larger than the simulation run. pler topology. Figure 8 and 9 show the scatternet topolo-
gies produces by PROB and TSF for a 50-nodes scenario

In this section, we analyze the performance of the con- o
nection setup delay which is defined as the time taken tR: Topology Efficiency
fore a free node can establish its first communication link. The topology of a Bluetooth scatternet affects the over-
This is an important metric because it gives a sense af network capacity and average latency between any two
how fast a node can, on average, talk to its first neighbandes. The efficiency of a topology can be defined us-
Figure 6 shows the average connection setup delay of thg a variety of metrics, e.g., througput, goodput and la-
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There is no generally accepted scheduling scheme for scat-

100 , ternets. Moreover, since there are relatively few deployed
’F%E " Bluetooth networks, finding representative and realistic
80 traffic patterns for performance evaluation is difficult, if
not impossible.
60 In light of this, we evaluate communication latency us-

ing a new model that approximates the efficiency of a scat-
ternet topology in a way that is independent of scheduling

Scatternet formation delay (seconds)

40 algorithms and traffic patterns. In particular, we present a

0 way to approximate the average path latehdyetween all
pairs of source and destinations on the given scattefhet,
Let V andFE be the set of nodes and edges in the topology

0 10 20 30 40 50 60 T,. The average Iatency between nodes is:
Nodes )
Figure 7. Scatternet formation delay as a function of nodes. - -
9 y L VISVI= D) s,dZeVl(s,d) (6)

wherel(s, d) is the average path latency betweeandd.

Let E(; 4 C E be the set of edges in the path between
(s,d) defined by theouting topology,7,.. Theni(s,d) is
the sum of the link latencies in the palt(s, d):

(s, d) = > t(u,0) )
(ui’u)eE(s,d)
Figure 8. A 50-node scatternet created with PROB. Because the link latency between any two neighboring

nodes depends on intra-piconet and inter-piconet schedul-

ing, we use the expected link latentfu, v). We define
tency. We choose communication latency as an importdine expected link latency to be the sum of two compo-
metric to determine the efficeincy of Bluetooth scatternet@ntsl;, ., and l;,:., Which are the expected latencies
made up of low-bandwidth links. In the following sub-contributed by intra-piconet and inter-piconet scheduling
sections, we define a metric to measure the average patpectively. To find;,;., Observe that Bluetooth tran-
latency between node pairs and evaluate the performantssions always take place between a master and a slave.
of the topologies generated by PROB and TSF schenlduis, one of the: or v nodes must be a master and the

using that metric. other must be the slave, and the intra-piconet latency is
o _ governed by the master's schedule, which depends on its
D.1 Efficiency Metric number of slaves. Let(u,v) denote the master node of

The communication latency between two nodes in the link(u, v), andNy(m(u, v)) be the number of slaves in
scatternet is governed largely by three factors: i) hdpe Piconet of whichn(u, v) is the master. Then we make
count, ii) intra-piconet scheduling delay and ii) interintra independent of the master's schedule by assuming
piconet bridging delay. Clearly, the values of each corthatm(u, v) will schedule every link with an average pe-

ponent vary based on the scheduling and routing policié@d of aNs(m(u,v)), wherea is the average transmis-
sion time alotted to a single link. Assuming that a packet

arrives during this period with uniform probability, the-
erageintra-piconet latency,,+rq, IS:

lintra = 5 + Ny (o, v)) ®)

Next, we findl;,:. by observing that a relay node (re-
gardless of whether it is a master or a slave) spends some

Figure 9. A 50-node scatternet created with TSF. . g ! -
amount of time in each piconet for which it acts as a relay.
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For agivenlink (u,v), eitheru or v or bothcanberelay-
ing node$, but thetransmissiomn thislink cantake place
only whenbothnodesareswitchedto the samefrequenyg
hoppingsequenceLet 8 be the averagetime spentby a
relayingnodein onepiconetand N,, (a) bethe numberof
piconetsof whicharelaynodea is amember Thenwe de-
finetheinter-piconetdelayby assuminghattherelaynode
a schedules givenhoppingsequencavith anaveragepe-
riod of BNy, (a). In the casewhenbothu andv arerelay
nodesthe piconetswitchingperiodicity may be different.
For simplicity, we make the conserative assumptiorthat
thetwo relay nodeswill alwaysmeetin the samepiconet
on the larger of the two interpiconetschedulingperiods.
Again, let us assumehat a paclet arrivesanytime during
this period with uniform probability The avemlge inter
piconetlatene, ;. becomes:

linter = & - Bmax(N (u), N () (9)
For simplicity, let 8, be the normalizedvalue of 5 in
termsof «.. Thenwe combinethetwo lateny components
to obtain an expressionfor the expectedlink lateny be-

tweennodeu, v:
Wu,v) = 5 [Ns(m(u,v)) + Bo max(Np (u), N (v))]
(10)

From this expression,obsere that the weight of the
edgesof a given scatternetopology T is a function of
the degreeof the endpointsat eachedge.This presentsan
interesting tradeof betweenincreasingconnectivityof a
topolay, which reducesheaverage numberof hopcounts
betweeranytwo pairs of nodesandreducingconnectivity
whidch reducegshe expectedatencyat ead hop.

DN | =

D.2 Results

In this section,we comparethe topologyefficiency be-
tweenthe topologiesgeneratedoy TSF and PROB. The
PROB algorithm generates graphtopology with mary
more links thana TSF tree topology so the averagehop
countbetweenary two nodeson the PROB topologywill
be lower. Thus, by comparingthe efficiencey of TSFand
PROB topologies,we shav the lateny tradeof between
reducingthe averagehop count and increasingthe ex-
pectedink latencies.Theresultsin the next sectionshav
that despitethe smallernumberof links the averagepath

SWhenbothu andv arerelaynodeswe assumehatthey defineonly
oneunidirectionalmasterslave relationship.Thatis, « andv commu-
nicatewith eachotheronly in one piconet,andthey do not later ex-
changethe masterslave relationshipto form anothemiconetin which
they communicate.

10

lateny of thetreetopologiesgeneratedy TSFis compa-
rableto the averagepathlateng of the graphtopologies
generatedy PROB.

We usethe definition of averagepathlateng, L, from
the previous sectionto evaluateandcomparethetopology
efficiengy of the scatternetgeneratedy TSFandPROB
using the schemegmentionedin SectionlV-A. We ob-
sene that L dependson the routing alogorithmusedto
carry traffic betweenary two nodeson the graph. For
treetopologiesgeneratedy TSF, thereis only oneroute
whereador PROB topologiesgeneratedy PROB, there
are mary. To find the bestefficieney measurementor
PROB topologiesweusetheall pairsshortest-pathouting
topology which usespathlateny asthedistancemetric.

FigurelOandl11shavstheaveragepathlateny of scat-
ternetsformedby the TSFandPROB asafunctionof net-
work size. The averagepathlateny is normalizedto «,
theaveragetransmissionime alottedto alink. Eachpoint
onthegraphrepresenta valueaveragedover 10 different
topologiesof the samesize generatedy eachof the al-
gorithms.Thedifferentcurvesrepresentthe averagepath
latenciescalculatedoy settings, to 1, 3.5,and7.

Surprisingly the TSF treetopologieshave lower aver
agepathlateny thanthe PROB graphtopologiesfor all
network sizesandall valuesof 3,. Furthermoreas g,
increasesthe averagepath latenciesfor the PROB graph
topologiesgrov muchhigherthanTSFtopologies.

We attribute theseresult to the cost of interpiconet
schedulingFor TSFtopologiestherelay nodesbelongto
exactly 2 piconets.For PROB topologiestherelaynodes
belongto 2 or more piconets,which increaseghe inter
piconetschedulindateng. Figurel12 illustratesthe effect
of increasingthe interpiconetschedulingoenalty S, for
a scatternetvith a fixed size of 50. The TSF topologies
areclearlylesssensitve to interpiconetschedulingdelay
thanarethe PROB topologies.

V. SUMMARY

This paperdescribedl SF, a scatterneformationalgo-
rithm for networks constructedof devices communicat-
ing usingBluetooth. TSF efficiently connectsnodesin a
tree structurethat simplifies paclet routing and schedul-
ing. Unlike earlierwork, our designdoesnot requirethat
all devicesbewithin radio rangeof eachother nor doesit
restrictthe numberof nodesin the network. It alsoallows
nodesto arrive andleave at arbitrarytimes,incrementally
building thetopologyandhealingpartitionswhenthey oc-
cur.

Our simulationresultsshav that TSF haslow treefor-
mationlateng. The averageconnectiondelay threesec-
onds,is independentf thenumberof nodes.
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11

We alsopresenta modelfor analyzingthe efficiencgy of
Bluetoothscatternetopologies.The modeltakesinto ac-
countintra-piconetandinterpiconetschedulingoverhead.
Usingthis modelwe shav thatTSFyieldsefficienttopolo-
gies,i.e.,thecommunicatioriateny betweemodesn the
scatterneis low.
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