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We provide a theoretical framework for the "object
partition problem",

We begin by considering this problem In a rather abstract
context. Consider the semantic domain of physlical objects, and
the syntactlc domaln of plcture graphs. The object partition
problem can be viewed In terms of specifylng syntactic
operations that yleld partitions of the plicture graph, which
when interpreted in the semantic domalnh correspond to posslble
partitions of the scene Into physlcal objects. We term such
syntactlc partltions "physically realizable partitions" or
simply "realizable partitions", The problem has several
aspects. We may seek all possible partitions, the one "best"
partitlon, several plausible partlitions, judge or rank proposed.
partitions, and so forth.

The most important aspect of the problem, In some sense, Is
determining the "best" or most 1lkely reallzable partition,
Guzman's SEE attempts to deal with this problem. Guzman uses
his understanding of the semantic physical world of objects to
make local cholces on the best partition of a glven picture
graph., These cholces are somewhat Interrelated. They are
combined to Inform global declisions which may also be
interrelated.

Guzman's SEE 1Is a remarkable heuristic programming

achievement, However, as might be expected of the germinal



achievement In lfs field, It lacks a satisfactory theoretical
framework. There Is some difficulty in determining the
motivations and impllcations of Guzman's heuristic decislions.
It Is not always obvious just what semantic observations Inform
the selectlon of the syntactlic partitioning choices. As It is
not clear which posslble Interpretations are being discarded at
each stage of the procedure, the process cdnnot produce
alternatlve partitions, even where several plausible
interpretations are present In the physlcal scehe. To judge or
extend the work, one must esseéntially repeat Guzman's experlence
with Individual scenes.

The program does not functlon as a ¢good element for a
heterarchical vision system. There Is no proper framework from
which to 1launch dlalogue with other knowledge structures
relevant to the object partition problem. There Is not the
flexibility to provide alternative analysis on the baslis of
higher level dlssatlisfaction.

It may be argued that In order to establlish a satisfactory
theoretical base for a property of physical scenes, such as
object partition, one must present a system capable of dealling
with all possible physical interpretations of a glven plcture
graph, in téerms of the relevant property. This would require
our theory of object partition to be "complete" In the sense
that 1t could deal with any physically realizable partition.

One criteria of completeness would be that the theory could



produce all reallzable partltlons, though the system would not
necessarily be "generative" orlented.

A Vcomplete" characterizatlon of reallzable object
partitions would hopefully provide an organized framework 1In
which cholces could be made among possiblée local partitionings
in determining the “best" possible global partition. Decisions
involving these cholices would be semantlcally and
heterarchically Informed, and thelr Implications and motivations
would be clearly understood. Alternative cholces could be made,
In some plauslble order. |

Such a characterization would cut down our decislon space
by eliminating fnconslstent or Impossible partioning cholices.
The nature and range of the remaining heuristic chofces would be
clarifled.

Recently Huffman has approached another problem of scene
analysls, the "configuration" problem, in somewhat thls fashion
by attempting to identify physically unreallzable
configurations, The results of hls venture recommend thls type
of approach.

However, Huffman's success has also encouraged speculation
that his theory may contaln as well the desired complete
characterization approach to the "object partition" problem,
The '"physically reallizable conflguration" and ‘“physically
reallzable partlition" problems are Interrelated and

interdependent. However, they are not ldentical, and it would



be a mistake to base an approach to one upon the conceptual
unlts that characterize the other. The treatment of the former
problem has been begun by Huffman, Much remains to be done,
howevér; some relevant observations wlll appear in future
papers.

The ‘'characterization" approach to the "object partitlon

problem" will be outlined below.

.

We take for our basic units of analysis a llne predicate
and its negatlon. The predlicates are "belong to the same body"
and "do not belong to the same body", as applled to the (two)
reglons bordering a line.

This cholce of our unit of analysis Is nelther as trivlial
or as clrcular as It may appear. To begln with the basic
predicate defined is NOT équivalent to the predichte "1inks'".
The success of the link predicate Is probably a major reason
that the more fundamental predlicate we described was not used
earller. However, deep problems 1In partition analysls reveal
that "1ink", while a useful concept, Is actually a handlcap to
optimal thinking when used as the basic unlit of analysis,

we note that "belong to the same body" does not even Imply
that the lline referenced corresponds to a physical edge of both

nelghboring reglons. Consider llne AB In the followling figure!
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We begin by enumerating all physically reallizable
Interpretations or "labellings" of the varlous types of
vertices, In terms .of our fw; predléateé. All phyglcally
realizable partlionings of a given picture graph are then
obtalned from all conslistent c¢omblnatlons of local labellings.
(Using the criterla that an interpretation applilies to an entire
line, i.e. line segment, and thus a llne cannot récelve opposite
labels from Its two vertices.)

"We will describe thls process In somé further detall. we
demonstrate flrst how this approach clrcumscribes the reallzable
Interpretations, In achleving a solution to the "all realizable
partitions'" aspect of the object partition problem. We then go
on to Indicate how this approach provides a basls for the
decision maklng procedure which deais with "best" reallzable
partition and related problems. We wlll gradually shift our
focus from an abstract theory to a theoretical model embodied In
a "partitlon system'" embedded In a heterarchical vislon system.

We will find 1|t easler perhaps to talk 1In terms of



l1abelllings and deal with plicture graph elements so we introduce
the notatton "I" for "belong to same body" and 'w" for "do not
belong to same body". (These notatlons are, If vyou llke,
syntactlc elements in the plcture graph language which are
interpreted as the indicated physlical relations.) We will refer
to ™" labelllngs as "tles" and "w" labellings as "breaks". |If
we slmply conslder any possible syntactlic¢ labelling of an n-line
vertex we obviously have 2 to the n possible labellings.
However, we make the restriction that "tie" Is an equivalence
relatfon, using an observation of the propertles df the "belong"
predlicate. For an n-element vertex, transitivity thus
eliminates all labellings with n-1 tie labellings and one break
labelling.

Conslder thtee 1llne vertlces, The number of physically
realizable 1labelllings now corresponds to the number of
labellings with nd "tles', &d11 'breaks", with one tle, two
breaks, and with three ties. |I.e. |

3170131+ 31/1120 + 31/310!
=1+ 3+1
= 5
A simllar analysls can be carried out for n-1line vertlces.

In considering vertices of specific forms, however, we may
find that different symmetrles further reduce the number of
different labelllngs or group them Into classes. We will call

the vertex labellings that have a physically reallzable



interpretation simply "realizable labellings".
Examine the reallzable labellings for the different three

line vertex types, forks, arrows, and T's.
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We can easlly dispose of the two line vertex "L".

Conslder also the Interpretable labéllings of "K" type

vertices.

KKK KK KKK
K A K K

We find that the number of different reallizable labelling
classes even for the K is surprisingly manageable. Recall that
we have placed no restrictions on the physical domain (beyond
arbitrary planar polyhedra), or on possible Interpretations of
picture elements, If we wish to do so we may cut down the
number of reallzable labellings even further. For example, we
may Impose restrictions of physical objects to degree three
polyhedra, and certaln “general position" requlrements,

(We might note that this analysis does not pertaln to

totally disconnected bodles, e.g. jolning the two halves of the
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partially hidden Body in the followlng figure:

This Is a different class of problem.)

Applying these Pealizable labellings to @& scene I[n all
consistent combinations provides a solutlon to the "all
physically reallzable partitions" aspect of ‘the partition
problem, We note that finding consistent comblinations also
involves checkling for '"global transltlvlty".i A reglon R cannot
be asserted to belong to the same body as region S by
transitlivity of the "tie" predicate while at the same time a
"break" predicate asserts that R does hot belong to the same
body as S. We have restricted our labellings so that thils
_Inconslstency cannot occur around a slingle vertex; however, we
still have to guard agalnst its occurence across several line

boundaries, as In the following filgure:

" W ;?
]




11

.
A complete characterization of the partition problem has
been achleved.

Beyond thls a foundatlon has also been 1lald for dealling
with the "best possible reallzable partlon" and related aspects
of the partition problem. The objective here is to produce the
most plausible partition, with the ablility to retrench and
produce alternatives if required.

Any realizable partition of a picture graph may be groduced
by an appropriate labelling of the vertices. At ahy vertex we
have a number of cholces of realizable labellings depending on
the type of vertex. We consider factors which may prohibit or
dictate cholces, or rate them on a plauslbillty scale. These
factors may be global, In the sense that they affect our cholces
of arrow label[lngs, say, regardless of where the arrows appear
in the picture graph, or they may be local, 1In the sense that
they affect a decision at a pértlcular vertex., (0Or their effect
may fall somewhere In between these extremes.)

Our first approach should be to return to the semantic
context 1In which our plcture graphs are to be Interpreted. On
the most general level this means comblinations of planar
polyhedra. By studying such comblnations we can make judgments
as to the relative plausibility of the various reallzablé
labellings for the different vertex types. Even In a gross

statlistlcal sense, we can observe that ¢ertain labelllng
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interpretations are more common or likely than others. These
observations may be extended to certaln comblnations of
vertices,

Beyond this stage we may recognlze that certaln restricted
physical contexts limit the range of Interpretable labellings or
otherwise affect the relative likellhood of certaln
Interpretations, We observed above, for example, that limitlng
the physical domaln to degree three polyhedra would have this
effect. Limitation to convex objects, or 1lkellhood of concave
objects, would also affect labelling cholces. |

The fork posslbility, for example, that contalns two breaks
and one tle, is highly unlikely except in a concave object,
{1th the "K" possibllities clearly In .hand we may overcbme the
Intimidation of K analysls and quickly observé that many
possibilitlies are highly unlikely or Impossible fn many -commen
contexts. In fact, as the unlilikellihood of alternative cholces
rises much faster for K's than for forks say, we may find K's at
times more helpful to our analysls than some "simpler'" vertices.
And we can afford to rate certaln choices as Implausible since
that does not mean we have not dealt with them; they are still
avalilable as alternatives In our complete analysls.

The polnt to be made here Is not so much that a limited
system could be desligned that would functlion well In & speciflc
restricted context. Rather a complete partition declision

structure, Imbedded in a heterarchical vision system, could



13

employ Information from a context decision structure to advise
its labelling declislons or alter its plausibility ratihgs.

0f course the context detision structure, In turn, could
benefit from an understanding of the Implicatlons of which
labelilng cholces were belng made. in particular, If the
partition process experlenced difficulty in providing a
plausible partition within the constraints of the contekt
analysis provided It, the context analyser could be prompted to
reconsider Its findings. In a similar fashion the partition
analyser may complaln that ah Ihp)ausibie.chbtce s perhaps due
to improper. Input .data from the préprocessor; or It may be
Informed to expect certaln unlikely configurations as a result
of missing l1ines, shadows, whatever,

Aslde from what we nilght call "context" .fnformatlon,
labelling cholces may be Informed by knowledge and knowledge
structures of fmany different kinds within a heterarchical
structure. Background Informatioh, for example will Immediately
determine many labelllngs and clrcumscribe or suggest others,
There are a varlety of 1lne predicates aside from the basic
partitioning predlcate which are relevant to partitioning
declslons (concave and convex fall Into thils category). And
there are more global criteria Involved. Future papers wlill
deal with these factors, thelr relation to partition analysls
and to scene analysis In general.

Relevant Information may restrict or advise our
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partitioning tholtes similarly dt other than the vertex
labelling level, of course. Declsions may be Indicated at the
Individual 1ine 1level, at higher levels InVolvlng types of
vertex combinations, whatever.

The beauty of our characterization approach Is that all
this information and all these declisions can be done within a
systematlc, complete framework. Al the realizable
ihterpretations are available for anhlysis and comparison. The
system canh make declsions with a clear undérstanding of just
what the cholces ard and what the Implicatiohs of théSe cHolces
are. We know what possibilltles are dlschrded at eikh déclsion
point.

These featurks of the characterizaticon théory &lso Indlcate
why It Is a great ald In organizing, st!muiéf!ng; and clarifylng
our thinkling, in determinling precisely how the relevant factors
dutllined above detertmine the $pecific decisioh procedures used
by a partition system,

One of the difficultles In deallng with partition analysis
is that the problem, 1like many scene ahalysl$ problems, Is
"potentially global. For any judgment one makes about a
certain local conflguration Implylng a certaln partidning, one
can usually find an exception by embedding the configuratlion In
a sufficlently complex environment. Another advantage of our
theoretlical approach Is that the baslic aspect of this global

determination 1Is bullt 1In to the structure of the consistent
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labellling approach, on a network level,

Local labelling decislons affect others 1In @ potentlally
global relatlionship, Once some (or all) of the llnes of a
vertex have been labelled by nelghbdbring labelling decisions,
the 1labelling of that vertex may be determined, or the
possibilities cut down. The labelling 6f one or more i1hes of a
vertex may dlrect our attention t6 the most plausible labelllng,
for the vertex type, which agrees wlth the alfready labelled
1ines.

The Interrelationship bulit Into the labé&!lng sys tem
guarantees that potentially global determining relationshlips
will be donsldered. When thls nécessitates resolution of
confllcts and discarding decisions olr system wt\l-‘know_just
what declsions were Involved and be able to evaluaté them. The
approprlate alternatives willl be avallable. And our theoretlcal
bdse lhsutes that our options provide a coripléte set oF possible
solutions.

Our system, In other words, hds the "freedom to falil", It
has long been an educatlional cliche that thls ls a preregulisite
for accomplishment. The very notlon of "heuristic" prbgramming
Implles, not algorithms, but sets of principles, some 6f which
may fall at any glven application. The most successful concepts
of heuristic programming have dealt with systems that could
recover from or use these fallures In sotle fasHlon, Wtthout

this capabllity one Is often forced to tightly restrict the
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problem domaln, or to deal with drdb{ems oF-hcdélésg complexity.
In scene analysls the "potentlally - global"™ problem, In
particuldr, makes ft diffiéult to make deqrsions that Phave to
work". Our approadh to the "bést baﬁtltlén”.prabfem glvés us
the flexibility to fii1, with the added conhfidente that, slnce
we have characterized the set of reallzable partitions, we must,
at least Ih some theoretical sense, be dble to achleve the

deslired solutlon.



