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Abstract

Sketches are commonly used in the early stages of design. Our previous
system allows users to sketch mechanical systems that the computer
interprets. However, some parts of the mechanical system might be
too hard or too complicated to express in the sketch. Adding speech
recognition to create a multimodal system would move us toward our
goal of creating a more natural user interface. This thesis examines
the relationship between the verbal and sketch input, particularly how
to segment and align the two inputs. Toward this end, subjects were
recorded while they sketched and talked. These recordings were tran-
scribed, and a set of rules to perform segmentation and alignment was
created. These rules represent the knowledge that the computer needs
to perform segmentation and alignment. The rules successfully inter-
preted the 24 data sets that they were given.
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Chapter 1

Introduction

Sketches are a convenient and expressive way to communicate informa-
tion. Sketches can be used when trying to explain something to a col-
league, or to describe an idea or concept during a meeting. The sketch
is often augmented with a verbal explanation that provides more detail
and enhances the ideas and concepts in the sketch. The verbal descrip-
tion can be used to clarify parts of the sketch that are hard to explain
visually or to express things that are too hard or too complicated to
sketch. This thesis lays the groundwork for creating a multimodal sys-
tem that will allow a user to use sketching and speech simultaneously
to create a diagram of a mechanical system.

Figure 1.1 depicts a simple sketch of two blocks that fall, impact
a triangular object!, and continue falling onto a platform which has a
pivot at its midpoint. Several small details affect the operation of this
system: if the triangular object does not have sides that have the same
slope, the blocks will bounce off at different angles and have different
impact times with the platform; if the pivot is not at the center of
the platform, the platform will not be balanced. These factors affect
whether the blocks fall off or stay on the platform. A simple verbal
description would allow the user to create this device more easily and
accurately.

Mechanical engineers often sketch initial ideas out informally. New
ideas may take the form of such a sketch, whether it is on a white-
board, on a napkin, or on the back of an envelope. However, if they
want to enter this information into a computer aided drafting (CAD)
program they have to start all over again, drawing it with a mouse

IThe “X”s in the illustration represent anchors, which make objects stationary
even under the influence of forces, such as gravity.
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Figure 1.1: A simple mechanical system whose behavior changes dra-
matically depending on its dimensions.

and a keyboard. Eventually the drawing may be entered into a com-
puter, but frequently the original drawing is discarded, taking with it
the information and design rationale it contained. Members of the De-
sign Rationale group previously developed ASSIST (A Shrewd Sketch
Interpretation and Simulation Tool) and ASSISTANCE (ASSIST Aug-
mented with Naturally Conveyed Explanations) to help address this
problem. ASSIST interprets sketches and can simulate the physics of
the resulting system [1]. (See Section 2.2.1 for more details.) ASSIS-
TANCE builds on this by allowing users to describe the behavior of a
device after it is drawn [15] (see Section 2.2.3 for more details). These
tools assist the users in the early phases of design by allowing them to
see how early design concepts would work.

This thesis builds on the previous work by examining how to add
speech recognition capabilities to ASSIST so that the system can take
advantage of verbal input, in addition to the sketched input that it
already uses. We believe the resulting multimodal system will be con-
siderably easier to use. Adding speech recognition to the system will
move us toward our goal of providing as natural a user interface as
possible.

15



1.1 Motivation

Let us assume that a teacher is trying to explain the mechanical sys-
tem in Figure 1.2 to her physics class. This diagram consists of two
symmetric and identical ramps each with an identical ball on it. At the
bottom of the ramp, there are three equally spaced pendulums. Below
the ramps there is a bin to catch the balls. Table 1.1 shows a possi-
ble order for the sketching actions and speech phrases that the teacher
might use when describing the device.

@) O

Figure 1.2: A mechanical system that might be sketched.

Although the explanation of the system might be perfectly clear to
a class full of students, a computer might have considerable difficulty
understanding the drawing. Is the computer sure that the teacher said
“we’ll” or was that “wheel”? Was that a circle that was just drawn or
was it a complicated polygon? Were those just two overlapping lines
or was it really an “X” indicating an anchor? With just one modal-
ity, the computer may not be able to decipher all of the user’s actions.
By allowing both input modalities, each input can be used to disam-
biguate the other in a process called mutual disambiguation. Mutual
disambiguation allows the resulting system to be more accurate[18] by
using the sketching input to help decipher the speech input, and vice
versa. It also provides the user with a more natural and powerful way
to interact with the computer. For more information about mutual
disambiguation see Section 7.1.

The problems of segmenting and aligning the input correctly are im-
portant ones. First, to segment the input, we need to group the events
that are related in each modality. The grouping is done by analyzing

16



Speech Utterance Sketch
“Next, we’ll draw a mechanical system”

“There are two <ummm > symmetric ramps”

N 7
N 7

“Each of the ramps is anchored to the surface.
“The two ramps have an identical ball at the top.”

N 7
S
S

“At the bottom of the ramps we have three
<ahhh> equally spaced pendulums.”

S
Sl
l&w

“There is gravity in the system, so the balls will
roll down the ramps and hit the pendulums.”

}m%
“To catch the balls we have a box at the bottom b=
of the ramps.

Table 1.1: A possible sequence of events for sketching and talking about
Figure 1.2. The sketching actions and speech utterances that occur on
the same line happen at the same time. The sketched images show the
state of the sketch at that particular time.

17



the content and timing information of the speech and sketching. This
process segments the inputs into groups of sketching events that are
related and groups of speech events that are related.

The speech and sketch inputs that refer to the same object do not
necessarily occur at the same time [18]. For example, a user might
say “we have some balls up here” and sketch five circles. However,
the utterance might have started before, after, or during the actual
sketching of the objects. The sketching may also have preceded the
utterance or exceeded its length to a varying degree. Based on the
timing data of the sketching and speech event, we align the two inputs
so mutual disambiguation can be performed.

The example above in Table 1.1 exhibits several characteristics that
are explored in more detail in this thesis. The relative order of the
sketching and verbal commands varied throughout the explanation:
sometimes the teacher would sketch first, sometimes she would talk
first, and sometimes she would talk and sketch at the same time. A
system that handles multimodal interaction needs to be able to handle
any input order.

The teacher also used several key words that make the multimodal
interaction more powerful than just sketching. She gave a consider-
able amount of information by using words such as “symmetric” and
“identical”.

The multimodal interaction also allows the sketching interaction to
be simplified. 1t would be nearly impossible to get the balls, ramps,
or pendulums to be truly identical in a sketched environment, but by
adding the verbal interaction, it becomes quite easy. In a CAD environ-
ment, it is possible to produce identical parts, but it involves copying
and manipulating and the use of menus, which is more involved than
simply stating verbally that something is “identical.” The interaction
is also more accurate because some of the information is duplicated
in the two input modalities — for example, the word “anchor” and the
action of drawing an “X”.

1.2 Segmentation and Alignment

The first step in the process of mutual disambiguation is figuring out
exactly what it is that we are disambiguating. The fact that the physics
teacher said “an identical ball at the top” tells us that we should be
looking for two balls. But we do not want to compare that verbal
utterance to the part of the sketch where the teacher sketched the
pendulums.

18



This thesis looks at this problem of segmentation and alignment.
The first step is to segment the input. This means figuring out which
parts of the sketch are related, for example, figuring out that the first
few stokes are all part of the ramps, and that the next strokes formed
the balls. The same sort of grouping has to be done for the speech. Once
these groups are established, the next step is alignment. Alignment
involves associating the sketching actions and speech utterances that
involve the same things. Another way of looking at it is determining a
time boundary between topics. Alignment can be done with a simple
time boundary because it was observed (see Section 3.2.4) that people
do not draw one thing while talking about another.

This thesis does not address the actual disambiguation within the
groups of sketching and speech events; instead, it focuses on accurate
segmentation and alignment, two critical steps that set a foundation
for disambiguation.

1.3 Contributions

This work makes several contributions. It examines a collection of
videotaped data of users sketching and speaking at a whiteboard and
uses this information to develop a set of rules to aid in aligning and
segmenting the sample data. The rules use as little information as
possible from the inputs so that the aligned inputs can later be mutually
disambiguated. The rules performed well when they were tested on the
sample data from the videos and compared to a hand segmentation of
the same data.

These rules will subsequently be used to align and segment actual
data from ASSIST and from a speech recognizer. The videos show how
important disfluencies and pauses are when trying to match the audio
input with the user’s sketching. Disfluencies are speech utterances such
as “ahhh” and “ummm.” The disfluencies indicate user thought and
are a delaying tactic. This can provide important clues, even though
the utterances do not provide any information by themselves.

The goal of this work is to provide the user with a natural user
interface for early mechanical design work. By adding multimodal ca-
pabilities to the existing sketching program, it should be able to handle
any input order from the modalities, and provide the user with a simple,
powerful, and more accurate way to communicate with the computer.

19



1.4 Structure of this Thesis

Chapter 2 of the thesis provides some more background information,
discusses the problem in further detail, and provides several motivating
examples that lay out why this problem is both interesting and impor-
tant. The thesis proceeds to describe the steps taken toward achieving
the goal. Specifically Chapter 3 describes the gathering of data to
examine the problem more closely — first audio data and then video
data. The thesis then describes the analysis of the data and the vari-
ous methods of segmentation — by hand and using a rule-based system
in Chapter 4. Chapter 5 discusses modifications to ASSIST based on
what was learned from the data gathered. It concludes with a discus-
sion of related work in Chapter 6 and future work in Chapter 7. The
conclusion can be found in Chapter 8.
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Chapter 2

Understanding the
Problem

This chapter provides several examples that illustrate the power of
multimodal interaction and explores additional background information
about the prior work on the various parts of the sketching system.

2.1 Examples

2.1.1 Newton’s Cradle

There is a system of pendulums called Newton’s Cradle that consists
of a row of metal balls on strings. When you pull back a number of
balls on one end, after a nearly elastic collision, the same number of
balls will move on the other end of the system. Figure 2.1 illustrates
two of the possible sequences of events for Newton’s Cradle. This is
a relatively simple system that can be used to show Newton’s energy
conservation principles — conservation of linear momentum and conser-
vation of energy. Although this system seems simple enough to sketch,
it is in fact nearly impossible to sketch so that it operates properly.
The system works because the metal balls at the end of the pendulums
just touch each other, and each pendulum is identical to the others.
In the sketching system, you would have to draw all the pendulums
exactly the same, and then align them perfectly. This is very difficult
to do, but if the user could simply say that there were “five identical,
evenly spaced and touching pendulums,” the device would be easy to
create. This illustrates that speech can be used to clarify things that
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cannot be shown by sketching alone.

2.1.2 Car on a Hill

A common example used to demonstrate ASSIST is a sketch of a car
on an incline. We can then run a simulation of the car rolling down
the hill in “Working Model 2D,” a physics simulator by Knowledge
Revolution, Inc., as shown in Figure 2.2. This example can also be
enhanced with speech. If a user informed the system that the car has
“two identical wheels” the system could make the two wheels identical
and also center the pin joint in the middle of the wheel. This accuracy
is very difficult to achieve by just sketching input. A similar example
is illustrated in Figure 1.2, where the user wants to have symmetrical
ramps with identical balls.

2.1.3 Other Types of Examples

Other more detailed properties of the devices could be expressed ver-
bally. Working Model allows its users to specify the material of objects
(e.g., wood, metal, or ice) and thus change properties such as the coeffi-
cients of friction. Currently, there is no way to specify these properties
from ASSIST, but with speech it would be easy to verbally articulate
such properties.

Although it is not our primary focus, a speech interface would al-
low a user to give verbal commands to the system along the lines of
“make three copies of the pendulum” or “move the pendulums closer
together.” The system could handle simple drawing commands, but we
want to maintain the natural feel of the system. In other words, the
goal is not to create a system where the user can just use voice as a
substitute for menus — rather our desire is for an intelligent interactive
system that tries its best to understand what the user is doing and help
them complete their tasks.

Some potential problems require a deep understanding of what the
user intends to do. For example, even a simple utterance such as “make
three equally spaced pendulums” can be complicated. With no sketch-
ing input, it would require knowing how to space the pendulums and
how big to make the pendulums. Thus, a combination of sketching and
speech has the potential of providing the best of both worlds.
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Figure 2.1: The left side of this figure shows Newton’s Cradle when one
of the pendulums is pulled back and released. The right side shows what
happens when three pendulums are pulled back and released. This
system depends on the pendulums being identical and just touching
each other.
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Figure 2.2: The top image shows the sketch in ASSIST. The bottom
figures show the simulation sequence in Working Model.
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2.2 Prior Work on the Tool

This thesis builds on previous work on the sketching system by members
of the Design Rationale group. Specifically, it uses the ASSIST system
[1] as well as the recognition toolkit[22]. It also uses some of the ideas
developed in ASSISTANCE[15] which also accepts verbal input.

2.2.1 ASSIST

ASSIST]2, 3] allows the user to sketch in a natural fashion employing
a variety of stylus-style input devices. Currently, the user can pro-
vide input to the computer using a mouse, a Mimio™ marker on a
projected display surface, or on a tablet PC; all of these send time-
stamped position data points. The user’s drawing is displayed on the
display surface and when the system recognizes part of it, it cleans up
the drawing (see Figure 2.3) and changes the line color to reflect that
it understands what the user has drawn. The user can undo interpre-
tations if the system makes a mistake, and can move or delete parts
of the sketch. Figure 2.4 shows the ASSIST window that contains the
“Try Again” button to choose a different interpretation and the “Run”
button to start the simulation.

The system currently recognizes mechanical engineering drawings,
and ASSIST can interface with Working Model, which allows the user
to view a simulation of the drawing (see Figures 2.2 and 2.5 for an ex-
ample). The simulation provides valuable feedback to the user because
it allows him to see mistakes and adjust the parameters of his model
accordingly.

Figure 2.3: The raw (left) and cleaned up (right) version of the user’s
strokes in ASSIST.
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Figure 2.4: The ASSIST window.

Luke Weisman and Manoj Muzumdar developed the RecSystem
(Recognition System) [23, 11]. Christine Alvarado built on their work
to create ASSIST. ASSIST refined the original work by allowing the
interpretation of drawn objects to change as the user draws. This
permits recognition of more complex domains, such as the mechanical
engineering domain. In the mechanical engineering domain, the system
can recognize objects like pulleys, springs, pivots, pin joints, dampers,
blocks, rods, and strings. For more detailed information about ASSIST,
see Section 5.2.

2.2.2 Toolkit

The toolkit[22] was built by Metin Sezgin. His Masters thesis focuses
on low level recognition of the user’s strokes. His system uses multiple
sources of information, such as curvature and pen speed, to detect
features and produces an interpretation of the stroke in terms of lines,
curves, ovals, and polygons. The toolkit also provides the system with
a cleaned up version of the stroke.
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Figure 2.5: A screen shot of Working Model.

2.2.3 ASSISTANCE

ASSISTANCEJ16] is a tool built by Mike Oltmans on top of ASSIST.
It provides another layer to the program by allowing the user to draw
a sketch in ASSIST, and then use additional sketching and voice an-
notations to describe the behavior of the system. ASSISTANCE forms
a behavioral model for the device and can answer questions about its
behavior. This provides the user with a more natural and less formal
interface for the early stages of design.

2.3 Creating a Natural Design Tool

The motivation behind the work of our group is to create a design tool
that is natural for the user. The system should provide the user with
feedback about their design, enabling the user to design more efficiently
and more easily. The tool must be less trouble than it is worth so that
users are willing to use it. The computer should, in effect, be looking
over the shoulder of the user trying to understand what the user is
doing to the best of the computer’s ability.

In the domain of speech and sketching, some ideas are more easily
expressed verbally and others are more easily specified visually. In an
effort to create a natural interface for the user, we want to provide
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both speech and sketching capabilities to the users and allow them to
choose the modality they want to use. It is not clear what balance
of speech and sketching users of the system will choose; it could vary
depending on the user, the task, or the situation (e.g., if the user is the
only one in the room). We imagine a natural design tool allowing the
user to sketch and talk about their design to the computer as naturally
as talking about the problem with a colleague.

CAD drawing tools are good for entering the final design into a
computer, but are not good at the initial design stage because they
require details of the design to be known. Often the initial sketch of an
idea is done on the back of an envelope before the idea is well formed
enough to use a CAD tool. The idea behind ASSIST is to capture such
early designs and the rationale behind them. The tool must be both
natural and easy-to-use so that it is appealing to the user.

The tool also has the potential of being used in educational envi-
ronments as a collaboration or teaching tool. For example, students
could work out physics problems using our program, providing both
verbal and speech inputs and then simulate the resulting system to see
what happens. A teacher could also use the system in a similar way
— explaining a physics or mechanical engineering problem to the class
by sketching on the board and explaining the system as she drew it.
The system could be listening to the verbal explanation and use this to
help disambiguate sketch elements. After the explanation a simulation
could be run to show the result.

2.4 Motivation for Adding Speech

The existing ASSIST system does a good job at sketch recognition,
but some things are inherently hard to draw and get right. By adding
speech recognition to the system, the user could explain what they
were drawing at the same time they were sketching it. This would
allow the user to have a natural conversation explaining their sketch
to the computer just like a conversation they could have with another
person. This interaction will hopefully allow the users to provide the
system with more information and allow the system to capture the
sketch in more detail and the rationale behind the design.

We do not want the speech to be limited to simple, single word
commands. In other words, we want to avoid having speech like “block”
while pointing at a location. Rather, we want to allow the user to say
whatever comes to mind and have the system gather everything it can
from the speech input. The user should not think about the computer
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on the other side of the system; the user should be able to have a natural
interaction with the system while talking and drawing naturally.

Speech will allow the system to do things that are not currently
possible with the sketch interface. Working Model is capable of giving
objects textures, which can change properties like the coefficients of
friction, however, there is not currently a way to specify such things
with the sketching interface. Adjusting the sketch would be easier with
verbal interactions than with sketched input. For example, if the user
doesn’t like the spring constant in the simulations, they could ask the
system to change it with a combination of voice and gesture.
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Chapter 3

Obtaining Sample Data

To investigate how the speech and sketch inputs correlate and to de-
velop a better understanding of how users might intersperse the two
input modalities, it was necessary to obtain sample data. Two va-
rieties of data were collected. First, audio data were collected, then
video data. This chapter describes the data collection and analysis.

3.1 The First Attempt:
Audio Recordings

The initial experiment was designed to gather data to better under-
stand vocabulary usage and speech patterns of users when they spoke
and sketched simultaneously. Three test subjects were asked to sketch
six sample figures on a whiteboard and concurrently describe the pic-
tures. The subjects were tape recorded as they sketched.

3.1.1 Generating Sample Figures

Ideas for the sample figures were sketched in ASSIST. To create cleaner
and more symmetric drawings, the ASSIST sketches were captured and
cleaned up in a drawing program. The six devices (shown in Figure 3.1)
were chosen to be types of mechanical systems that someone might
draw in ASSIST. The devices were loosely based on concepts found
in a college physics textbook such as pendulums, ramps, springs, and
pulleys. From left to right, top to bottom the sketches are: a car on
a hill; a system of ramps, balls, and pendulums; a box with a spring
platform and some balls; a block on a ramp connected to another block
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with a pulley; two blocks connected by a pulley with no gravity; a ball
on a ramp that will hit two pendulums. The same color scheme that
ASSIST uses was maintained in the figures.

3.1.2 Results

The test subjects were asked to take small versions of the drawings and
enlarge them on the whiteboard. The tape recordings of their speech
were then digitized to facilitate the analysis of the results. The speech
was transcribed and the results examined for clues indicating how to
segment the input into pieces that could be associated with the different
parts of the figures. (See Appendix A for the audio transcripts.)

Several observations were made from watching the live sketching
and listening to the recorded transcripts. The different subjects had
different styles for describing the devices. One of the subjects tended to
comment verbally on the drawing after he drew it, rather than before.
Other subjects tended to work through the device aloud. Figure 3.2
shows two contrasting transcripts from two subjects who sketched the
ramp system that can be seen in Figure 3.1. The first subject had a
pretty good idea about what she wanted to say, but the second subject
did not think about how to describe the device before he started talking
about it.

Pauses in speech are important because they are a good indicator
of a change in topic. Since pauses are easy features to detect, they
provide a good tool to segment the audio input. It was also observed
that subjects tended to say words like “ahhh” and “ummm” when they
were stalling for time. Some of the subjects had different interpretations
of the figures than the intended interpretations. One subject thought
that the device with the spring platform had just been released and
had thrown the balls into the air, whereas our original interpretation
of the device was that the balls were about to fall onto the platform
that started at rest.

3.1.3 Insufficient Information

The data from the transcribed audio recordings and the empirical ob-
servations of the test subjects were not detailed enough to determine
the nature of the relationship between the sketching and the speech.
The empirical observations could only hint at what a more detailed
analysis might yield.

Another point of interest was the vocabulary that was used for
describing parts of the devices that were hard to draw. We were trying
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Figure 3.1: Left to right, top to bottom, the six sketches for the audio
data.
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So there are a set of ramps <pause> <ahh> fixed in free space
with a number of <ahh> balls suspended from the bottom of the
ramps, and a number of free balls <umm> rolling down <ahh>
the collection of ramps under the influence of gravity.

<laughter> Our second example is a Japanese Pachinko ma-
chine. And for the Pachinko machine what we’re gonna have is a
series of slides. One like that. And that’s fixed. Another one that
looks like <pause> that goes in the other direction. like that. And
you have two more <pause> like that. So the balls are gonna fall —
they’re gonna start up here and they’re gonna slide down this way
like this. And there’s gonna be a pendulum, right there hanging
from the first ramp. And a series of three pendula <pause>
pendulum? like that. And again we are on a planet where gravity
is like that.

Figure 3.2: The first transcript is from a subject who thought about
the device before sketching. The second transcript if from a subject
who thought about the device aloud.

to discern what vocabulary people would use to describe something
like Newton’s Cradle (see Section 2.1.1), where there were identical
components in the device. We wanted to observe what parts of the
diagrams people would naturally talk about and which parts they would
naturally sketch.

As previously mentioned, the figures used to gather the data were
based on the ASSIST drawings. The figures did not indicate the simi-
larity or congruency of any of the objects in the drawing. For example,
although in Figure 3.1, in the upper right device, the pendulums are all
identical, this is not indicated in any way. As a result, the test subjects
did not use the sort of vocabulary that we hypothesized. For example,
no one talked about parts of the drawing being “identical”.

Another issue was that the test subjects were all familiar with AS-
SIST. This resulted in the subjects doing things that they knew ASSIST
did because the figures looked like ASSIST drawings. It is possible that
users without knowledge of ASSIST would use a different vocabulary.
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3.2 The Second Attempt:
Video Recordings

As an improvement to the audio recordings, video recordings were made
of new subjects sketching and talking about six different figures. These
recordings led to more detailed observations about the nature of the
multimodal interaction. The observations ultimately led to the devel-
opment of a set of rules that can be used to segment the speech and
sketching inputs (see Section 4.3.4).

3.2.1 Setup

The setup of this experiment was similar to the setup of the audio
recording experiments. Six subjects were asked to sketch six figures
at a whiteboard. Small versions of the figures were attached to the
whiteboard. The subjects were told to enlarge the figures and pretend
that they were describing the sketches to a small group of people — like
a physics tutorial. A video camera recorded what each of the subjects
sketched and spoke (see Figure 3.3). The subjects were chosen to have
limited familiarity with ASSIST and the purpose of the experiment.

Figure 3.3: One of the subjects sketching at the whiteboard.
The figures being sketched were also revised to have more symmetry

and to include grey lines on them indicating the congruency of various
parts of the drawings. Figure 3.4 shows these figures. For example,
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if there were identical balls on a ramp in the figure, the balls would
have grey slash marks on them to indicate that they were identical.
Different sets of congruent components of the figures were notated with
a different numbers of slash marks. Parts of the figures also showed
identical parts with a numbering scheme. Some of the distances in
the figures needed to be noted the same as some other distances. To
accomplish this, dotted grey lines with slash marks were used. The idea
behind these markings was to use standard geometric notations that the
users would understand without giving them any particular vocabulary
to use. It was feared that providing a set of vocabulary would bias the
subjects toward using that particular vocabulary instead of whatever
vocabulary came naturally to them. The devices in Figure 3.4 are, from
left to right, top to bottom: a set of identical blocks suspended from
identical pulleys; a set of identical ramps, pendulums, and balls; a car
on a ramp; three identical balls about to fall onto a spring platform,;
five identical balls about to fall onto a spring table inside a box; a set
of ramps, balls, pendulums, and a bucket.

3.2.2 Data Transcription

The videos were transcribed in a multi-phase process. First, the videos
were transferred from Mini-DV tapes into QuickTime format on a Ap-
ple Power Mac G4 computer. Then the videos were compressed but
maintained the 29.97 frames a second that the video camera recorded.
The high frame rate was necessary for later determining when the sub-
jects began and ended their sketching and how this corresponded to
their speech.

The most accurate start and end times possible for both the speech
and the sketching were desired. The easiest way to do this was to play
back the videos in Adobe Premiere, which provided a display of each
frame of video as well as a visualization of the audio track. Each frame
of video was about 1/30 of a second. The audio track visualization was
very helpful in determining the location of the beginning and end of
the verbal utterances. The utterances were separated into the smallest
identifiable parts and associated with starting and ending times. By
playing clips of the videos and looking at the audio visualization, the
start and end times could be determined. Disfluencies in the speech,
such as “ahhh” and “ummm”, were also noted. All information about
the video was recorded in a spreadsheet.

Once the content of the speech and the start and end frames were
noted in the spreadsheet, the sketching was analyzed. The video was
played back slowly, down to a frame-by-frame speed, to find out the
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Figure 3.4: Left to right, top to bottom, the six sketches for the video
data.
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points at which the subjects would start and stop drawing parts of
objects. The starting and ending points of a stroke were defined as the
times that the subject touched the marker to the whiteboard and the
time they lifted it off the whiteboard. Each stroke of a particular object
was noted in the spreadsheet. For example, if a subject was drawing a
block and drew it with four separate strokes, each of the strokes would
be noted in the spreadsheet as a separate drawing action. The drawing
actions were denoted in the spreadsheet with brackets “[” and “]” (see
the video transcripts in Appendix B). A few lines of a transcript are
shown in Table 3.1 as an example. The transcripts were surprisingly
accurate, see Section 4.3.1 for details.

Start End
sec frame sec frame Task Name
11 12 11 26 So now
11 29 12 8 we have a
12 9 12 26 box
12 23 13 26 rectangle:rl:draw draws part of outside box]
14 16 15 16 rectangle:rl:draw draws part of outside box]
16 28 20 19 rectangle:r2:draw draws inside box]

Table 3.1: Example of a video transcript.

Several difficulties were encountered in the transcription process.
During the audio transcription, there was occasionally considerable
background noise that made the transcription difficult. Subjects would
also change the pace of their speech dramatically and often. The very
nature of the speech also made it difficult to isolate the speech at a
word level; it was sometimes hard to tell when one word stopped and
the next began. These difficult segments were broken down to a phrase
level, which was not a problem because each phrase was about the same
topic.

There were also a few difficulties with the video aspect of the record-
ings. It was occasionally hard to see exactly when a subject started
drawing an object because their arm or hand would momentarily ob-
scure what they were drawing. Observing shadows and estimating
movements helped to solve this problem.

All of the videos were not transcribed. Only 24 of the 36 videos (six
subjects with six videos each) were transcribed. A variety of examples
were chosen so that there was some data for each of the six figures.
The remaining 12 videos were translated into QuickTime format, but
not transcribed so that they could be saved for later use as test data.
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3.2.3 Creating Charts and Graphs

It was difficult to make observations from the raw data itself, so several
types of charts and graphs were created. The graphs were used to shed
more light on specific features that seemed promising. The first set
of graphs showed the speech and sketching events and their durations.
The goal of this set of graphs was to create a timeline view of the
data to view the length of and relationships between the events. The
timeline was stretched vertically in the graphs so that all the events
are visible. The graphs indicated that the gaps between events might
be an important factor in segmenting the input. The gaps seemed to
have the potential of helping segment the events into groups about the
same topic. An example timeline graph is shown in Figure 3.5 and all
the timeline graphs can be found in Appendix B.

A second set of graphs depicted the gaps between events (both
speech and sketching). If events overlapped, it appears as a zero on the
graph. Otherwise, the number of frames of gap before each event was
plotted (see Figure 3.6 for an example and Appendix B for all of the
graphs). Then, the particular speech or sketching event that indicated
a change in topics was highlighted and compared to the other gap times
in the graph. Although most of the events when the topic changed had
larger gaps than the other gaps in the graphs, this was not always the
case. The length of the gaps also tended to vary within the graph and
between graphs. Sometimes there would be large gaps that did not
indicate a change in topic, and sometimes the gaps that indicated a
change in topic were shorter than gaps that did not indicate a change
in topic. For example, in Figure 3.6 one of the longest gaps is for the
phrase “we’ve got a ramp”. However, there should not be a start of a
new segment with that phase because the drawing of the ramp occurred
prior to that utterance. If we were to start a new segment there, we
would not group the utterance about the ramp with the sketching of
the ramp. The time gap graphs seemed to show that the time gaps
alone are not enough to determine when a change in topic occurs.

3.2.4 Interesting Features and Analysis

We had to determine the knowledge that the computer would need to
perform segmentation and alignment. We looked at the video tran-
scripts to find features that would be useful in accomplishing this task.

Several key words appear to be a good indicator of a change in
topic. Words such as “and” or phrases such as “and then” or “we
have” seemed like they might be good clues to a change in topic. See
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Figure 3.5: An example timeline graph.
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Graph of Time Gaps Between Events for Subject 6 Device 1

And then we expect the car
to roll down.

wheels to the body of the car.
[draw front pivot]

Attach the

[draw rear pivot]

[draws car body]

[draws front wheel]

[draws rear wheel]

We anchor it to the
background.

[draws anchor]
We've got a ramp.

[draws hypotonuse of ramp]

We begin with some
example.

[draws vertical and hoizontal
parts of ramp]

Ok.
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Table 3.2 for a list of these phrases. Some of these words can be tricky
because “and” can be used at the start of a sentence or it can be
used as a conjunction in a sentence. The two types of occurrences of
the same word imply different things as far as separating the topics
of the sentence is concerned. “And” at the start of a sentence usually
indicates a new topic, but when “and” is used within a sentence, it
usually indicates the opposite — the same topic.

Key Words and Phrases

and and then then

SO we have there is
there are next we’ve got
possibly ok it’s

with there’s which
plus ’ll let’s
that’s this is there are
the

Table 3.2: Key words that were identified from the video transcripts

In this set of experiments, people did not draw one thing while
talking about some other part of the device. This is an important
observation because it means that when speech and sketching overlap,
the person is talking about related parts of the device, not two distinct
parts. Along the same line, a lack of a pause usually indicates that the
user is staying on the same topic, while a long pause is most likely an
indication of a new topic. Disfluencies in the speech seemed to occur
when the user was thinking about what to say or draw next, and could
also prove to be a useful feature to apply in the segmentation process.

Subjects also had a tendency to change how quickly they were
speaking. When they had a lot to say they spoke quickly, and when
they didn’t have much to say they tended to stretch out their words.
If the rate of speech could be identified, this might help to segment the
speech.

The subjects tended to point at different parts of the sketch or
gesture at different parts to indicate motion. Other subjects started
with a general description and then moved on to discuss the device
and draw it in detail. The subjects also tended to draw similar objects
together, such as drawing a sequence of balls on a ramp at the same
time.
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3.2.5 Difficulty Analyzing Key Features

The interesting features mentioned in Section 3.2.4 are all clues that
should help figure out how to segment the sketching and speech events.
However, it is not easy to segment the data by looking at it. The trends
found in the data need to be formalized so that the analysis is more
concrete and unbiased by the knowledge of where a change in topics
would reasonably occur. The next chapter examines how this can be
done.

42



Chapter 4

Segmenting Data

This thesis focuses on the segmentation and alignment of the sketching
and speech inputs. This is a necessary step in mutual disambiguation
because in order to use the two inputs to help disambiguate each other,
we need to know which speech utterance relates to which sketch com-
ponents. For example, Figure 4.1 illustrates one way that the speech
and sketching inputs might occur. By segmenting the two inputs we
can then align them and perform mutual disambiguation on the aligned
segments. This chapter describes the different ways segmentation was
performed on the data from the videos.

4.1 Segmentation by Hand

To provide a calibration point, the data from the videos were segmented
by hand, by examining the Excel graphs as shown in Figure 4.2. Even
so, it was not always clear where the different segments should be.
Some segments fit into multiple groups. This manual segmentation
also helped to determine the knowledge that the computer would need.
The knowledge that was used to determine where to segment the data
was primarily the observations made in Section 3.2.4.

4.2 Knowledge-Based Segmentation
System

The observations mentioned in Section 3.2.4 were used develop a set

of rules designed to encapsulate the knowledge that was required to
separate the speech events and to separate the sketching events. The
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| Draw a baII| | Draw a baII| | Draw a ball
Time >
|We have three balls |
| Draw a baII| | Draw a baII|
Time >
|We have three balls
Draw a baII| | Draw a ba|I| | Draw a baII|
Time

Y

Figure 4.1: Possible orders speech utterances and sketching actions
could occur.

rules focused on syntactic knowledge so that additional knowledge of
semantics could be used in the disambiguation phase. With this knowl-
edge, the rules segment and align the speech and sketching data that
they are given.

These rules were written in Java Expert System Shell (JESS), a
rule-based system developed at Sandia National Laboratories. JESS
has the advantage that it can interface smoothly with ASSIST, which is
also written in Java. The rules were divided into groups corresponding
to input files that dealt with the same kinds of knowledge about the
events. In addition to the rules that were based on the observations
from the videos, which were used to segment and align the data, there
are a set of rules that function as a very basic truth maintenance system
to remove incorrect assertions.

JESS can be extended with simple Java functions that perform more
complex operations. This functionality was useful in creating rules for
specialized operations, such as examining the strings that contained the
spoken text from the transcripts. For example, a function was created
to look for the word “and” in the speech strings.
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An example of the hand segmentation of the data.

Figure 4.2
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4.2.1 Input Files

The Excel files that generated the timeline graphs were converted into
comma, separated value (csv) format containing the timing informa-
tion and the text describing the sketch or speech utterance. The text
that described the sketch was prefixed by a tag string that described
which object the sketched segment was a part of, in the format: [obj-
Typel:[objID]:[actionType]. For example, the tag “rectangle:r2:draw”
would indicate that the particular sketch segment was part of a rectan-
gle named “r2” and was a drawing action (as opposed to an erasure).
The system has no understanding of the objects, in the sense that it
does not know the difference between a rectangle and a wheel. Simi-
larly, object IDs (i.e., “r2”) are a way to name an object and have no
underlying meaning. The tags are meant to simulate simple knowledge
that ASSIST would know. ASSIST knows that certain lines make up
a rectangle but does not know that the rectangle might be the body of
a car.

4.2.2 Problems Sifting Through Data

JESS generates considerable output when executing the rules. The
rules have varying degrees of complexity. For example, some of the
simple rules create assertions about the time gaps in the input. There
are higher level rules that build on the output of simple rules, e.g.,
a rule that determines if a time gap is large. It became difficult to
determine the behavior of the higher level rules. There was a need for
a tool to help sift through the data that JESS generated.

4.3 WATCH

To solve the problem of sifting through all the data, WATCH was de-
veloped. WATCH stands for “Working Analysis Tool for Chronological
Highlights”. This tool is used to view the massive output of JESS in
a more organized format. WATCH takes the output of the JESS rules
as input and displays a colorized timeline of the output with bars in-
dicating the type and length of each JESS rule (see Figure 4.3). Each
row in the timeline has a unique color and represents a certain type of
assertion. The name of the assertion type appears on the left. More
information about a particular instance of an assertion can be obtained
by clicking on the corresponding bar as shown in Figure 4.4. Here we
have clicked on a bar in the middle of the top row.

46



. WATCH -- Subject 4 Device 4.csv =10l x|
File QuickTime

Figure 4.3: A screen shot of WATCH.
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@ WATCH -- Subject 4 Device 4.csv =10l x|

File QuickTime

Spesch event
650 --= BEY

Text these are connected
idhum: 7

Figure 4.4: A screen shot of WATCH showing the information that
is displayed at the bottom of the window when the user clicks on a
timeline bar.
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4.3.1 Data Verification

A key feature of WATCH is that is that it allows the user to associate
a particular QuickTime movie with a data file. When a movie is asso-
ciated with a data file, the user can view the QuickTime movie file in
a separate window inside WATCH, as shown in Figure 4.5. Multiple
methods of playback are provided. By clicking on a bar in the timeline,
a user can:

e play the movie segment corresponding to the time range of the
bar.

e play the whole movie beginning at the start time of the timeline
bar.

The movie association proved to be extremely helpful because it could
be used to test whether the start and end frame data in the data file
were accurate. By clicking on the speech and sketch components, the
video segment for only that time range could be played back. This
allowed the accuracy of the timing data to be tested because it was
easy to verify what was being said and sketched in the short video
clip. By viewing all the clips from the videos for the sketch and speech
events, the accuracy of the timing data was verified. The largest error
in any of the clips was a few frames. The accuracy of the transcription
process is more than sufficient to create and test rules on. The actual
live data will most likely not be perfect either.

4.3.2 Other Features

WATCH has some other useful features. It keeps track of the most
recently opened data files for quick access, and it stores the association
between the data files and a corresponding video file so that a user
doesn’t have to find the movie file more than once. WATCH has a few
settings files that allow the user to identify the assertion names and
define parameters such as the colors of the bars in the timeline. There
is also a settings file that defines what fields the assertions have. These
files are used to parse the JESS output and to create the graphical
view of the data. Having the settings in files allows the users to adjust
parameters of WATCH or add new types of assertions without having
to recompile WATCH.

4.3.3 How WATCH Works

WATCH works by parsing the input files (in csv format), creating as-
sertions for each of the sketching and speech events in the input file,
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§& WATCH - Movie Playback N =[]

Figure 4.5: A screen shot of the QuickTime playback window in
WATCH.

and running rules on the resulting assertion database. The rules are
divided into files based on function. These files are grouped by what
assertions they depend on. Each rule group is run on the assertion
database separately. This is done so that it can be insured that some
of the rules run before other rules. By partitioning the rules, the more
basic rules can be run before the more complex rules, which depend
on the assertions created by the basic rules. When all the rules are
run, settings files tell WATCH how to parse all the assertions. Based
on the data from the rules, a graphical, interactive, timeline is created.
Each type of assertion is translated into a row with its own color. The
break assertions (see Section 4.3.4) are treated differently and show up
as vertical lines in the timeline instead of bars. These vertical lines are
pink and can be seen in Figures 4.3 and 4.4.

4.3.4 Rules in WATCH

The following sections describe some of the rules that are used in the
knowledge-based system. The full set of rules can be found in Ap-
pendix C. There is an example of the rules running on a small set of
data in Section 4.3.5.

The rules determine where the break points occur. These break
points serve to segment the input streams, and should separate differ-

30



ent topics. Figure 4.6 shows the general layout of the types of rules
and what is taken into account for break/segmentation calculation.
The gaps and no-gap assertions are very important. No breaks can oc-
cur that overlap a no-gap assertion. No-gap assertions indicate places
where the change in topic cannot occur. For example, we prohibit a
change in topic when the user is talking or sketching. The rules are
described in more detail in the sections that follow.

break point / segmentation calculation |

A A A A
strong-
group-

time-and-shape-

similar sketch-unit | [gap |
A

text assertions
mumbled-words

the-words
key-words repeat-words
sketch- group no- g and-words-at linked-by-mumbles
Sketch events Speech events

Figure 4.6: This illustration shows the relationship between the various
types, the layers of assertions, and the types of assertions that influence
the segmentation calculation.

Templates

Templates in JESS allow you to create a structure for assertions. There
are three templates that are used by the WATCH system.

sketch template Created from the sketch events in the data file
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text The text describing the sketch

objType The type of the object, e.g., Rectangle

objID A string to uniquely identify the object

startTime The starting time (in frames) of the sketch

endTime The ending time (in frames) of the sketch

actionType Indicates if it is a draw event or an erasure

idNum This number indicates the order in which objects were
sketched

speech template Created from the speech events in the data file

text The text of the speech utterance
startTime The starting time (in frames) of the speech utterance
endTime The ending time (in frames) of the speech utterance

idNum This number indicates the order in which utterances
were spoken

sketch-group template This template represents a group of sketched
components that are part of the same object. For example, a
sketch-group might be made of the four lines that form a rectan-
gle.

startTime The starting time (in frames) of the sketch
endTime The ending time (in frames) of the sketch
objType The type of the object, e.g., Rectangle
objID A string to uniquely identify the object
groupID A string to uniquely identify the group

idNums A list of all the idNum for the sketched components of
this group

The idNum field in the speech and sketch templates is filled as the
events are read in from the data file. This is just a counter so that the
system can more easily find the next or previous speech utterance or
sketch event.

A sketch-group is a group of sketched components that is used to
group pieces of the same object. For example, a rectangle that was
drawn with four different strokes would have four sketch template-based
assertions, but the four sketch assertions would be grouped into one
sketch-group template assertion.
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Text Rules

The text rules look at the speech utterances and make some assertions
about them. There are several groups of words that the text rules
search for. The groups are:

e and words: just the word “and”
e the words: just the word “the”
e key words: all the other words from Table 3.2.4

e mumbled words: disfluencies,
e.g., <ahhh>, <ummm>, <hmmm>

Various search functions were written in Java to implement the search
of the speech utterances. The searches look for the words at various
locations in the utterances — some rules look at the beginning of the
utterance, some look at the end, and some look anywhere. An example
rule can be found in Figure 4.7. This rule looks for a speech assertion
and then tests to see if the word “and” is contained in the speech
utterance. If it occurs at least once, then it adds a new “and-words-at”
assertion that contains the start and end times of the speech utterance
and the number of times “and” occurred.

;i This rule adds statements for speech text containing and-words

(defrule speech-and-words

(speech (startTime 7a) (endTime ?e) (text ?b))

(test (> (num-contains-strings 7b $?*and-words*) 0))

=>

(assert (and-words-at ?a ?e num (num-contains-strings ?b $?*and-words*)))

)

Figure 4.7: Speech rule for “and”.

The link-mumbled-words rule (see Figure 4.8) looks for a “mumbled-
words-at-end” assertion. It then looks for a speech event in which the
mumbled words occurred and then finds the subsequent speech event.
The rule creates a “linked-by-mumbles” assertion with the start time
of the first speech event and the end time of the second speech event.
It was observed that mumbled words tended to link two speech events
together, meaning the user was still talking about the same subject.

The repeat-words rule (see Figure 4.9) checks two successive speech
utterances for any overlap in words. If there is any overlap in vocabu-
lary, the rule creates a “repeat-words” assertion that contains the start
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;11 Rule for linking mumbled words to the next speech utterance
(defrule link-mumbled-words

(mumbled-words-at-end ?start-1 7e)

(speech (startTime ?start-1) (endTime ?end-1) (idNum ?id))

(speech (startTime ?start-2) (endTime ?end-2) (idNum =(+ 1 ?id)))
=>

(assert (linked-by-mumbles ?start-1 ?end-2))

)

Figure 4.8: link-mumbled-words rule.

time of the first speech event, the end time of the second, and the num-
ber of words that overlapped. When this rule is implemented in the
live system, it may need to be adjusted so that common noise words
such as “the” aren’t considered overlapping words.

;11 Rule for indicating the number of words in one speech

;1 utterance that also occur in the following speech utterance
(defrule repeat-words

(speech (text ?tl) (startTime ?s) (idNum 7i))

(speech (text ?t2) (endTime 7e) (idNum =(+ 7?i 1)))

; test the number of overlap in words from the first speech to the
; second and fire the rule if there is an overlap

(test (> (num-words-overlap ?tl ?t2) 0))

=>

(assert (repeat-words ?s ?e num (num-words-overlap ?t1 ?t2) ))

Figure 4.9: repeat-words rule.

Gap Rules

The next set of rules deals with the gaps between events. The gaps were
observed to be a very useful indication of where the segments should
be (see Section 3.2.4). Based on empirical evidence from the sample
data, a long gap between events was defined as 25 frames or about 0.83
seconds. An “and-gap” used in some of the rules is defined as 7 frames
or about 0.23 seconds.

The “no-gap” assertions are created for each of the sketch and
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speech events. These assertions start at the beginning of the event
and end at the end of the event. The no-gap assertions are also created
that span the duration of an overlapping sketch and speech event. The
no-gaps assertions preclude break points from occurring during them,
and as was observed (see Section 3.2.4), there should not be breaks
within speech or sketching events. There is also a rule that adds a
no-gap assertion that spans the time that different parts of the same
object are being sketched. In other words, if the user is drawing a
rectangle, there should not be a gap (leading to a possible break) in
the middle of the rectangle even if the user took multiple strokes to
draw it. The different parts of the same object are found by looking
for sketch assertions that have the same objType, the same objID, but
a different idNum (see Figure 4.10 for this rule). The no-gap assertions
are combined using another rule to create the longest possible “no-gap”
assertions.

;17 This rule adds a no-gap assertion between pieces of the same sketched item
(defrule same-object
70l <- (sketch (objType ?a) (objID ?b) (idNum ?c) (startTime ?sl)
(endTime ?el))
702 <- (sketch (objType ?a) (objID ?b) (idNum ?d) (startTime 7s2)
(endTime ?e2))
(test (neq 7ol ?02))
(test (< ?c ?d)) ;;insures rule runs once, not twice
=>
(assert (no-gap (min ?sl ?s2) (max ?el ?e2)))

Figure 4.10: same-object rule.

Gap assertions are filled in between no-gap assertions. Particularly
long gaps cause the creation of a “long-pause” assertion. The long pause
is useful for the break rules because particularly long pauses between
any events usually indicate a change of topic (see Section 3.2.4). There
is an exception to this that was observed in the data, namely that if
the user is erasing something, the user may not be pausing because he
is changing topics, but rather because he is thinking about the erasure.
There is a rule that will remove the long-pause assertion if this is the
case.
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Sketch Group Rules

A sketch group is a group of sketch components that together form a
whole object. For example, if a user sketches a pulley, there are many
sketch components that make up the pulley. All of the components
would be in the same sketch group. A sketch group is created when a
sketch event is discovered that does not have a sketch group yet. A rule
then creates a new sketch group assertion and increments the unique
id counter. Another rule will add other connected sketch events to the
sketch group. The sketch group keeps track of the overall start and
end times of the sketch events it contains. It also has a list of all the
idNums of the sketch components in the sketch group.

The time-and-shape-similar-objects rule looks for two sketch groups
that have the same object type. It will then verify that the two shapes
were drawn consecutively by making sure that an id number from the
second shape is consecutive with respect to the first shape (this is done
by the consecutive-ids function). The idea here is that if a person draws
two of the same shape in a row it is likely that the shapes are related.
The rule creates a “time-and-shape-similar” assertion.

The strong-group-link rule builds on the time-and-shape-similar-
objects rule. This rule creates a “strong-group-link” assertion when
the time-and-shape-similar assertion does not overlap with any speech
event. The theory behind this is if a user draws similar shapes without
talking about them, then they are more likely related shapes.

Sketch Unit Rules

A “sketch-unit” assertion is created when a “sketch-group” assertion
and a “no-gap” assertion overlap. The “sketch-unit” assertion spans
the entire time frame of the sketch-group and the no-gap assertions.

Break Rules

Break assertions are one of the key parts of the system. As Figure 4.6
shows, many of the assertions that were previously created influence
the break assertions in one way or another. The break assertions are
added in a special way with functions so that a global list of the break
points can be kept. This list is used to determine the relationship
among breaks. Some of the rules will eliminate breaks that are too close
together. Many of the rules are straightforward. The breaks are also
typed so that later rules know why a particular break was created. For
example, the “long-pause-break” rule triggers on a long-pause assertion
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and asserts a break. There are also rules that will create breaks near
key words and gaps.

One particularly complicated rule is shown in Figure 4.11. The
“sketch-unit-break” rule will assert a break if there is a gap followed by
a sketch-unit and if this is not the first sketch-unit since the last break.
This involves keeping track of where the sketch units are in addition
to where the breaks are. The reason for checking if this is the first
sketch-unit since the break is because this rule divides the different
sketch-units. If this is the first sketch unit since the break, another
break is not necessary to separate this sketch-unit from the previous
one. See Figure 4.12 for an illustration.

(defrule sketch-unit-break

(gap 7gs 7start)

(sketch-unit 7start ?end)

(test (eq FALSE (first-sketch-unit-since-break ?start
(create$ (length$ $7*breaks*)
$7*breaks* $7*sketch-units*))))

=>

(insert-break sketchUnit ?start)

(assert (break sketchUnit 7start))

Figure 4.11: sketch-unit-break rule.

Other rules will retract previously asserted breaks. For example,
the “retract-sketch-unit-break-similar-shapes” rule will retract a break
of type sketchUnit if it overlaps with a time-and-shape-similar asser-
tion. Other rules retract break assertions if they overlap with a link-
by-mumbles or strong-group-link assertion.

4.3.5 Rules Running on an Example Transcript

Table 4.1 has part of a transcript in it. Using this transcript we will
describe which rules are fired and what assertions are made. For each of
the speech events a speech assertion is created, and for each sketching
event a sketch assertion is created. The next step that happens is no-
gap assertions are created for every time period where there is a sketch
or speech assertion. For example, a sketch assertion would be created
from frame 487 to frame 506. Then a no-gap assertion is created for
the same time range. Once the no-gap assertions are created, gap
assertions fill in the rest of the time on the timeline. There is a large
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sketch unit

break k Do NOT add another break.

sketch unit | sketch unit

break k
ADD another break.

Figure 4.12: An illustration of the when a break is added because of a
sketch unit and when it is not.

Start End Task Name

Frame | Frame

487 506 “[triangle:t1:draw draws slope, drawing left vertical line]”
498 520 “So, we have a ramp.”

520 534 “[triangle:t1:draw draws slope, drawing bottom line]”
542 568 It’s a fixed object.

553 569 “[triangle:t1:draw draws slope, drawing hyptenuse]”
585 595 “[triangle:t1:draw draws slope, extending bottom line]”
601 619 and <ahhh>

602 609 “[triangle:t1:draw draws slope, extending hypotenuse]”
677 702 ‘We have gravity

685 698 [gravity:g:draw draws line for gravity]

705 723 [gravity:g:draw draws arrowhead]

Table 4.1: A sample transcript to show how the rules work.



gap assertion from frame 0 to frame 487. There is also a gap between
frames 619 and 677. The long gaps leads to the creation of long-pause
assertions because any gap longer than 25 frames causes the long-pause
rule to fire.

There are two things being sketched in this transcript: a triangle,
and the gravity arrow. The sketch-group rule groups the sketch com-
ponents of the objects together. In this case, the triangle sketch group
spans frames 487 to 609, and the gravity arrow sketch group spans
frames 685 to 723. In each case, a sketch-unit is also created. The cri-
teria for a sketch-unit is a sketch-group, which we have, and a no-gap
assertion. The no-gap assertion comes from the speech utterances that
slightly exceed and slightly preceded the sketch-groups. The utterance
“and <ahhh>” exceeds the triangle sketch-group, and the utterance
“We have gravity” precedes the gravity arrow sketch-group.

The text of the speech is also important. In this example, the “and
<ahhh>” utterance leads to the creation of an and-words assertion
and a mumbled-words-at-end assertion both between frames 601 and
619. There are also several key-words assertions that are created due
to the phrases “we have”, “so”, and “it’s”. The mumbled-words-at-end
assertion is interesting because it links the speech event after it to the
speech event containing the mumbled word. In this case it links “and
<ahhh>" and “we have gravity” with a linked-by-mumbles assertion
that spans frames 601 to 702.

Two breaks are asserted because of the long-pause assertions. When-
ever there is a long-pause assertion, a break is asserted at the end of
the pause. This results in breaks at frames 487 and 677. However, the
break at frame 677 is retracted by the rule system because there is a
rule that removes breaks when they overlap with a linked-by-mumbles
assertion, which is the case here.

4.3.6 Analysis of Rules

The rules seem to do a fairly good job of ascertaining the break asser-
tions that segment the data. The results were evaluated in two ways.
First, the output of the rules was compared to the hand segmenta-
tion. To do this, both segmentations were drawn on the same graph as
shown in Figure 4.13 and in Appendix D. The computer-generated re-
sults corresponded well with the hand-generated segmentation. For the
four transcripts that we hand segmented, there were 29 break points.
The computer had the same break point for 24 of these. The computer
found an additional 19 break points, 18 of which were reasonable break
points. Even though the computer and hand interpretations differed
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in 24 places there was enough ambiguity to make many of those valid
break points. Since the hand-segmentation was done understanding all
the speech and the spatial relationship between different sketched com-
ponents, it is reasonable if the computer does not exactly match. If it
did not place breaks, and thus the segments, in unreasonable places,
then it did a good job. It is important to keep in mind that the output
of the computer rules does not need to be perfect because it is just a
first cut. The rules use only some of the information that is encoded in
the data. There is much more information that could be utilized using
ASSIST, more detailed speech recognition, and mutual disambiguation.

One concern was over-fitting of the data. Although there were 24
data samples, the data that was gathered would probably differ from
the data produced by ASSIST and the speech recognition in real time.
The rules were kept general and meaningful to preserve the logic behind
the rules.

The rules also need to be able to look at only the data that has been
seen so far and make a reasonable decision about what to do. When
the system is running with real time speech input and sketching input,
it will need to function in real time or as close to real time as possible.
This means that the rules cannot look very far ahead, if at all. This
was kept in mind when creating the rules.
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Figure 4.13: Subject 2 Device 5 with lines indicating the segmentation

points of both hand segmentation and computer segmentation.
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Chapter 5

Modifying ASSIST

The motivation for collecting the sample data, creating WATCH, and
developing the set of rules for WATCH, was to derive the knowledge
necessary to meld ASSIST and a speech recognition system to produce
the live and interactive version of the multimodal system. There are
two parts that needed to be able to communicate with each other —
ASSIST and the speech system. This chapter will describe both parts
and how they need to be modified to communicate, the issues involved,
and the progress toward this goal.

5.1 Galaxy Speech System

Several different speech recognition systems were considered for the
speech part of the multimodal system. Among the choices were the
Galaxy Speech System developed by the Spoken Language Systems
(SLS) group in the MIT Lab for Computer Science, and the ViaVoice
system by IBM. For us, the Galaxy system had several advantages.
Galaxy is a speaker independent system, which means that it can rec-
ognize a wide variety of accents without any training. The SLS group is
in the same building, which allows extensive communication and collab-
oration with the developers. This gives us the advantage of being able
to modify the speech system when we need to. The Galaxy system was
designed for telephone access to information. For example, the group
currently has systems for weather, restaurant information, and flight
scheduling that can all be accessed by phone from around the world.
The underlying architecture is the Galaxy Communicator which is now
maintained by MITRE. The systems built with Galaxy are interactive.
The computer and human have a conversation to provide the human
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with the desired information. The conversational interface can handle
anaphora, deixis, and ellipsis.

The Galaxy system consists of a hub with many servers that com-
municate with it. For example, there is the dialogue management
server, the language generation server, the text-to-speech conversion
server, the audio input server, the speech recognition server, a back
end database server, and a context tracking server. The hub acts like
a router and sends “galaxy frames” between the different servers. The
frames get filled in with information as they pass to different servers.
All the state is kept in the hub. Each of the servers has rules that act
like a program and control the flow of the data.

SLS has even been working on a multimodal server. This server
can integrate speech with mouse movements. They have a working
demo of a planets simulation domain where a user can point at planets
and change their color or direction and speed of motion. This system
does not fit our requirements, however, as the system is driven from
the speech perspective and is a fairly command based interface for
multimodal interaction.

For our system, we were able to use just the recognizer part of
Galaxy. The recognizer is trained from the phone data, but still works
well with microphone input. For our domain, we were able to train a
recognizer with the sentences that were gathered from the videos. This
was done by generating a vocabulary from the words that occurred
in the videos and using the sentences as a basis for what the system
should expect to see. The recognizer is capable of generating a list with
certainty values for the best interpretations (called an n-best list) for
the speech phrase that it heard. This is needed for our system so that
it can use this list along with the sketch input to come up with the best
possible interpretation. The recognizer also comes up with a confidence
score at the word level. The scores are zero-centered log-likelihood
scores where positive scores indicate that a word is probably correct
and a negative score indicates that the word is probably incorrect.
This information could prove very useful in the multimodal system.

There are several issues in getting the recognizer integrated with the
sketching system. SLS develops in C and on Linux, the sketch system is
written in Java, and Working Model requires Microsoft Windows. Al-
though these are not insurmountable difficulties, they do require some
integration effort. Another issue is improving the vocabulary in the rec-
ognizer. The current vocabulary is missing some words that it should
contain. For example, “wheels” is in the vocabulary but “wheel” isn’t.
This leads to recognition of “wheel” as “we’ll”. Once the system is
up and running, training data can be used to fill in the vocabulary,

63



and recordings of the speech can be used to improve the recognizer.
Because the training data for the system was recorded on phone lines,
it is only recorded at 8kHz, but the data from a microphone is capable
of a much higher recording rates of at least 16kHz.

The speech system needs the speech to be in phrases to process it.
We would like to have the microphone on all the time and process as
much the data as possible. The recognizer requires a section of speech
to work with because it makes two passes on the incoming speech. The
first pass uses a Viterbi search, which runs in real-time using a bigram
model. The second pass uses an A* search and a trigram model to
produce the n-best list. Because the system runs two passes, it makes
a streaming system harder to implement. The system either needs to
use an end-point detector or it needs to be given the sections of speech.

5.2 How ASSIST Works

ASSIST keeps track of many possible interpretations for each of the
user’s strokes. This allows the system to do things like create a motor
from what was a circle and a trapezoid. ASSIST stores the interpreta-
tions of the stokes as “widgets.” The collection of interpretations are
stored in widget pools. There are three varieties of widget pools:

main widget pool contains all the interpretations.
surface widget pool contains all the widgets visible to the user.

recognition widget pool contains all the widgets that the recogniz-
ers can use. The main pool gets too large to use to trigger rec-
ognizers, so the widgets that are temporally or spatially close to
the last stroke are kept in the recognition pool.

There are three major steps that ASSIST performs: recognition, rea-
soning, and resolution. Each will be described in more detail in the
following sections.

5.2.1 Recognition

Recognition uses a toolkit of low-level recognizers that were developed
by Metin Sezgin[22]. This step produces possible widgets for the part
of the sketch that was just drawn. Widgets are also produced from
a combination of previous widgets. For example, a rectangle widget
might be formed from four line widgets.
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5.2.2 Reasoning

The next step in the process is the reasoning step. In this step all
of the interpretations for the last stroke are scored. The higher the
score for an interpretation, the more likely it is to be true. There
are two factors that make up the score: the categorical rules and the
situational rules. The categorical rules are general rules for ranking
the interpretations, whereas rules about specific instances of objects
are situational rules. The contextual reasoners rank the interpretations
relative to each other; in order to create numeric values from the relative
rankings, several graph algorithms are used. For more information on
this and the factors that go into the rankings, see [1].

5.2.3 Resolution

The last step is resolution. In this step the best interpretations for the
strokes are chosen. The best interpretation is the one with the highest
score that does not conflict with the previously chosen interpretations.
This is accomplished using a greedy algorithm. The interpretation
with the highest score is chosen and any conflicting interpretations are
removed. The process is repeated until no interpretations remain. The
result is then displayed to the user by straightening the strokes and
objects that the user drew.

5.3 DModifications to ASSIST

As the first step on the path to creating a multimodal system, the
speech recognizer and ASSIST must be able to talk to each other. The
first goal is to modify WATCH so that it can receive live data from
both ASSIST and the speech recognizer. ASSIST will eventually have
to take into account the speech recognizer’s input. The most appro-
priate place would be in ASSIST’s reasoning component. However, to
keep things simple to begin with, a step was added after resolution to
send WATCH the current interpretation. Although only the surface
level interpretations are sent to WATCH, it can access the lower level
interpretations from the surface interpretations. WATCH displays the
Squiggle components (the original stroke) in the timeline, but uses the
higher level data to decide what object the Squiggle belongs to, e.g.,
rectangle or triangle.

WATCH was modified to take this live input instead of input from
a file. The situation grows more complicated because the user can
erase strokes in ASSIST after they draw them. This is not an issue
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in the data file because all the strokes were identified as part of an
object. This raises problems in a few places — it requires that the
system compensate when a user erases strokes. To do this, the system
needs to somehow keep track of more information about what was
drawn and what was erased or otherwise compensate for the time that
the user drew and erased an object. The other issue is maintaining the
correctness of the assertions in the system. Because many assertions
build on lower assertions, if a part of the sketch is removed, it can
affect many assertions that should be changed or deleted as a result.
A sufficient architecture for this has not yet been created although
there has been progress toward creating a better truth maintenance
system. It was decided to create the more functional truth maintenance
system outside of JESS, using JESS’s ability to call Java functions.
The number of rules to undo assertions that were incorrectly made
was beginning to grow too large. A dependency tree structure was
implemented in a Java class that could be called from JESS. Thus an
instance of this Java class keeps track of the necessary information to
retract some of the assertions when necessary.

So far the modifications to ASSIST have been very minimal — in fact
the modifications have been in only one direction — from ASSIST to
WATCH. WATCH does not communicate back to ASSIST. Following
are several screen shots showing the ASSIST window and the WATCH
window, which were running at the same time. Figure 5.1 shows AS-
SIST communicating with WATCH.

In addition to integrating ASSIST and WATCH, progress has been
made on getting the speech recognizer to be able to talk to WATCH.
Currently, the speech recognizer is triggered by pressing the shift key
to talk, and releasing the key at the end of the speech. More work is
needed to integrate the end point detector that was mentioned previ-
ously in Section 5.1 to allow for continuous speech recognition. The
recognizer now sends its output to port 3000, and the program that
triggers the recognizer can receive the information and display it to
the screen. Figures 5.2 and 5.3 show some examples of the output of
the recognizer. The numbers indicate the log likelihood values for the
certainty of the words. The recognizer is only trained on a small set of
data and needs additional data to recognize the sentences that we need
it to.
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Figure 5.1: ASSIST communicating with WATCH.
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<pausel> 3.12 in -3.69 this 0.16 picture 4.15 there’s
4.61 a 5.21 wedge 5.25 on 3.65 which 4.85 the 4.23
car 5.00 is 4.90 located 4.19

<pausel> 3.10 in -3.71 this 0.14 picture 4.14 there’s
4.60 a 5.20 wedge 5.24 on 3.64 which 4.84 the 4.22
car 4.99 is 4.89 located 4.34 <pause2> -4.07

<pausel> 2.45 this -0.92 picture 4.13 there’s 4.59 a
5.20 wedge 5.23 on 3.62 which 4.83 the 4.21 car
4.98 is 4.88 located 4.17

<pausel> 3.08 is -7.47 picture 3.85 there’s 4.58 a 5.19
wedge 5.22 on 3.61 which 4.82 the 4.20 car 4.97 is
4.87 located 4.16

<pausel> 3.07 in -3.78 this 0.09 picture 4.11 there’s
4.57 a 5.18 wedge 5.21 on 3.60 which 4.13 car 4.77
is 4.87 located 4.15

<pausel> 3.03 and -9.12 this 0.07 picture 4.10 there’s
4.56 a 5.17 wedge 5.20 on 3.59 which 4.80 the 4.18
car 4.95 is 4.86 located 4.14

<pausel> 3.03 these -9.03 picture 3.82 there’s 4.55 a
5.16 wedge 5.19 on 3.58 which 4.79 the 4.17 car
4.94 is 4.85 located 4.13

<pausel> 3.03 it’s -10.43 picture 4.08 there’s 4.54 a
5.15 wedge 5.19 on 3.56 which 4.78 the 4.16 car
4.93 is 4.84 located 4.11

<pausel> 2.37 this -1.02 picture 4.06 there’s 4.53 a
5.14 wedge 5.18 on 3.55 which 4.77 the 4.15 car
4.92 is 4.83 located 4.27 <pause2> -4.22

<pausel> 3.00 is -7.62 picture 3.78 there’s 4.52 a 5.13
wedge 5.17 on 3.54 which 4.76 the 4.13 car 4.91 is
4.82 located 4.26 <pause2> -4.24

Figure 5.2: Output from the SLS speech recognizer trained from our
data, part 1.
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<pausel>
<pausel>
<pausel>
<pausel>
<pausel>
<pausel>
<pausel>
<pausel>

5.14
5.13
5.13

gravity 3.
gravity 3.
gravity 3.

-5.14 <pausel>

5.05
5.10
5.09
5.08

<pause2>

<pausel>
<pausel>

<pausel>

5.07
5.06

4.43

and -5.97
gravity’s
gravity 3.
gravity 3.
-4.70

gravity 3.
gravity 3.

indicated

3.32 on 3.64 the O.
<pausel> 4.90 to -5.91 indicate -4.25 by 4.30 these 4.39
markings 3.30 on 3.63 the 0.30 wheels 3.42
<pause2> 4.20
<pausel> 4.41 indicate -4.46 by 4.29 these 4.38 markings
3.29 on 3.62 the 0.28 wheels 3.40 <pause2> 4.19
<pausel> 4.40 indicated -4.80 by 4.81 these 4.37 markings
3.28 on 2.68 wheels 3.39 <pause2> 4.18
<pausel> 4.39 indicated -4.83 by 4.80 these 4.36 markings
3.27 on 3.59 the 0.25 wheels 3.31
<pausel> 4.86 to -6.00 indicate -4.34 by 4.26 these 4.35
markings 3.25 on 2.65 wheels 3.36 <pause2> 4.16

81 downwards 4.41

79 downwards 4.45 <pause2> -4.57
78 downwards 4.49 <pausel> -4.74
4.71 gravity 3.77 downwards 4.38
gravity 3.75 downwards 4.37
-7.67 downwards 4.36

74 downwards 4.47 is -6.40

72 downwards 4.44 <pausel> -4.82

71 downwards 4.45 to -6.02
70 downwards 4.44 it’s -6.35

-4.74 by 4.84 these 4.40 markings
31 wheels 3.43 <pause2> 4.21

Figure 5.3: Output from the SLS speech recognizer trained from our
data, part 2.
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Chapter 6

Related Work

One of the earliest papers on multimodal interaction is Bolt’s “Put-
That-There” paper[4]. This system used basic speech recognition and
equipment that could track where the user was pointing. This simple
system allowed users to move colored shapes around on a screen. It was
able to allow the free use of pronouns and figure out which object the
user was talking about. The system also allowed users to give objects
names, and then use those names to refer to the objects. The system
was a first attempt at creating a more natural user interface. Since
then there have been many systems that have improved on it.

Sharon Oviatt points out some of the advantages of multimodal in-
terfaces in [17]. The paper discusses how multimodal input simplifies
the users’ vocabulary and improves accuracy with accented speakers
with the additional input. She also discusses how users are less frus-
trated by errors and seem to move between input modalities as they
see errors.

6.1 QuickSet

There has been considerable work on multimodal interfaces at the Ore-
gon Graduate Institute. Much of this work has involved the QuickSet
system. The QuickSet system is a collaborative multimodal system
that is built on an agent-based architecture. The user can use voice
and pen-based gestures to create and position items on a map. Primar-
ily it is used for military simulation work. For example, a user could say
“medical company facing this way <draws arrow>”. Although Quick-
Set is more command based and does not have the sketching capabili-
ties that our system does, it does use continuous speaker-independent
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speech recognition with a vocabulary of about 900 words[19].

The QuickSet system was designed for use in a military environ-
ment. As such, some of the focus was on efficiency. For example, one
of the studies using QuickSet notes that it is nine times more efficient
(faster) to use verbal and sketched input rather than just a graphical
user interface[20]. The study had users setting up a military simulation
with users saying phrases like “Open space”.

The goal of their system was to create an efficient system for the
military, which is different than our goal of creating the most natural
user interface possible. In a situation where speed matters, it makes
sense for users to use abbreviated phrases. In our system, the user
might explain actions more verbosely since speed is not such a large
influence in the early stages of design. Similarly, with a map-based
system, the user starts with something to refer to — the map. In our
system, the user starts with a blank screen.

The group at OGI has also looked into the patterns of multimodal
integration in a simulated dynamic map system[21]. Their study found
that multimodal communication was most likely to occur in spatial
location commands. The speech system that was used in the study
was one where the user had to hold down the pen stylus to talk.

This type of communication differs from the descriptive style of
speech that we saw in our sample data. This difference could influence
the nature of the integration patterns of the speech and sketching that
they observed. Where the commands in the map system replace a
menu type interaction, we are attempting to provide an interface in a
design environment that is as natural as talking to another human. In
a system like ours where a user is trying to explain the system as a
whole, the multimodal communication would seem to be much richer
than simply trying to give a computer commands. Along the same
lines, instead of a push-to-talk microphone as in their study, it is our
desire to have an open microphone and do the best we can with the
speech input.

6.2 Other Multimodal Systems

There are other systems that have multimodal capabilities. IBM has a
Human-Centric Word Processor[19] that lets the user dictate text and
use multimodal input to perform editing tasks. The system has to be
trained for each user and has a manual switch that changes the speech
interface from dictation mode (large vocabulary) to editing mode (small
vocabulary). The only pen input that it currently accepts is pointing
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with the pen.

There are other systems that use a variety of different input modali-
ties. Boeing’s Virtual Reality Aircraft Maintenance Training Prototype
[19] combines a virtual reality interface with speech recognition to allow
users to see how easily an aircraft can be repaired and to train people
to repair it once it is built. NCR has built a Field Medic Information
System[19] that allows medical personnel to document a patient’s con-
dition and other data relating to the patient while in the field. The
system allows users to enter information with a pen interface or by
voice. BBN developed a Portable Voice Assistant[19] that uses pen
and voice input to enter and retrieve information on the World Wide
Web. Their system integrates simultaneous speech and gesture inputs
using a frame-based system.

6.3 Other Architectures

An alternative approach to the n-best list method described in this
thesis (in Section 7.1) is a weighted finite-state device described in [8].
By using this method, speech and gesture are more tightly coupled
because the two inputs combine to form one output. More recently,
AT&T Labs has developed MATCH[9]. MATCH provides a speech and
pen interface to restaurant and subway information for New York City.
This program uses the finite-state device and lets users make simple
queries. This tool provides some multimodal dialogue capabilities, but
it is not a sketching system and has only text recognition and basic
circling and pointing gestures for the graphical input modality.
Another system that relates to what we are trying to do is BEAT-
RIX [14]. This program is capable of understanding a physics prob-
lem with a combination of a diagram and some written English text.
BEATRIX uses a blackboard to help establish the reference relation-
ships between the graphical and text references. For example, if a
coefficient of friction is given in the text, the appropriate objects in
the diagram must be found. BEATRIX can solve the physics prob-
lems and derive the answers. Although BEATRIX dealt with a similar
domain, the objective was somewhat different. Our system attempts
to capture the design rationale behind a particular design in the early
stages of design. In the early stages of design, the calculation aspect
of BEATRIX is not so applicable, nor do we have the certainty of text
input, instead we have natural speech. However, the architecture and
ideas the are outlined in the BEATRIX work may be applicable to our
system. In fact, the next generation of our system is blackboard based
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like BEATRIX (see Section 7.3).

6.4 Other Sketching Systems

The other related field is sketching. There are several groups work-
ing on sketching e.g. [10, 6]. Each system is a little bit different, but
Forbus, et. al. note that there are not any sketching systems that use
mixed-initiative dialogues[6]. This requires a greater level of conceptual
understanding, which is a long-term goal we have (see Section 7.5).

Another sketching systems is SKEA or sketching Knowledge Entry
Associate developed at Northwestern University[7]. The sKEA work
focuses on conceptual and visual understanding and can operate in
arbitrary domains. This wider domain coverage somewhat reduces the
interaction flexibility because sometimes the users have to provide more
information than they would in a more specialized system. This system
gives up some naturalness to provide greater domain coverage. In the
longer term, they plan to add a dialogue capability to sKEA[T7].

The same group at Northwestern (the Qualitative Reasoning Group)
has also developed nuSketch COA Creator[6]. This program is used to
create military course of action (COA) diagrams. nuSketch itself is
designed as a general-purpose multimodal architecture. It allows the
users to sketch and talk. Users use commands such as “Add severely
restricted terrain” to add symbols to the military map. This system
again uses command based speech which is not what we are striving
toward.
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Chapter 7

Future Work

The work described in this thesis is a start in creating a natural multi-
modal system that combines sketch understanding with a natural voice
interface. The work can proceed in many possible directions, including,
among other things, implementing the mutual disambiguation aspect
of the system and providing more advanced speech interaction.

7.1 Mutual Disambiguation

The mutual disambiguation aspect of the system has not been fully
implemented. Although both parts, the speech and the sketching, are
ready for integration, the last few steps remain. The sketching system
scores the possible interpretations and the scoring needs to be modified
to take into account the speech input. The speech system currently
provides an n-best list for the recognized speech. This list will be used
to help recognize the sketch. Eventually, the system will also be able to
use the speech input to do more advanced things and interact with the
user in a conversation. The disambiguation will increase the accuracy
of the sketching system and make the user interface more natural. It
will also allow the system to understand more of what the user is doing.

7.2 Replication and Modification of Wid-
gets

Currently everything that the user sketches is backed by actual stokes
that the user has drawn. However, sometimes the user may wish to
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make copies of objects and manipulate the objects on the screen. Mod-
ifying the system so that everything will still work might be a challenge.
Acquiring the stroke data for these new objects or modifying the exist-
ing stroke data is difficult because exactly what the user wants to do
or where they want to move an object might not be clear.

7.3 Next Generation System

An ongoing project of our research group is to create a next generation
version of ASSIST. The next system will be more powerful in many
ways. It is designed around a language to provide domain specific
knowledge to a domain independent sketching system. It will allow
the user to teach the system new shapes with only a few examples.
More importantly for this work, it will be designed around a blackboard
system[5, 12, 13] and has been designed with multimodal input in mind.
A future version of this system could more easily interact with the
sketch knowledge as a knowledge source on the blackboard.

7.4 Extracting More Information from
Speech

The first version of the multimodal interaction will only look for clues
to help the sketch recognition. However, the speech is a rich input and
there is much more information that can be extracted. The references
to previous objects, for example “that’s”, can be used to further disam-
biguate the sketching input. Numerical references can be used in the
disambiguation as well as numerous other speech clues such as infor-
mation about the design rationale behind the user’s design decisions.

7.4.1 Properties of Objects

Working Model allows objects to have textures. Speech could be used
to allow the user to specify the texture of objects. This would be a
primarily verbal interaction since there is no way to specify the texture
currently in ASSIST. The addition of textures, such as ice or metal,
changes the frictional coefficients in Working Model and thus would
allow the simulations to be more accurate. It would allow the user
to simply make statements such as “there are two metal balls on the
slope” and have the simulation be different than if they were wooden
balls.
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7.4.2 Adjustments to the Sketch

The speech could also allow the user to make adjustments to the sketch.
For example, the user could say “the pendulums are equally spaced”
and the system could make the appropriate adjustments. This is tricky
because the system has to know which pendulums the user is talking
about, as well as what it means to make them equally spaced. The
system would have to know how to make them equally spaced, and be
responsive to user feedback about what it does. For example, if the user
says “make them closer together”, the system should be able to make
the appropriate adjustments. The idea here is to make the system as
natural as possible and create a natural interaction for the user.

7.5 Intelligent Feedback —
Prompting the User When Confused

The system may not always understand what is going on. However, if it
understands enough of what the user was drawing, it could ask the user
an appropriate question. As previously mentioned, the system might
not know how close to make the pendulums that the user said were
equally spaced. The system could ask how close the user wanted the
pendulums, or could describe the different choices to identify the pen-
dulums the user wanted to move. It might ask if it should make the left
pendulums or the right pendulums equally spaced. Other possible in-
teractions could include clarifying the drawing, asking questions about
parts of devices that the computer does not understand, or identifying
possible errors. This level of understanding would allow the system to
capture the rationale behind design decisions and allow future reference
to this information.

The key to prompting the user is to ask intelligent questions at an
appropriate time. The timing is very important — if the system asks
the user a question at the wrong time, when the user is in the middle
of drawing something else, the user will become annoyed. If the user is
annoyed, then the system has failed to be less trouble than it is worth.

7.6 Incorporating Gesture Recognition

In the previous example, the system could ask the user how close to
make the pendulums, but the user might not be able to respond natu-
rally. A member of our research group is currently working on gesture
recognition. With gesture recognition, the system could recognize how

76



far apart the user’s hands were when he responded to the question by
saying “this far apart.” This interaction with the system would be
completely natural and make the user feel very much like they were
interacting with another human and not a machine.

Gesture recognition can be used as another input to the multimodal
system. The gestures could help to disambiguate the other forms of
input. For example, the user might point to certain parts of the system
and motion in certain directions while talking. This input could be
used to correctly simulate the user’s ideas or understand what they
were drawing. It incorporates some of the ideas of ASSISTANCEJ1L5]
and some of the other ideas that have developed elsewhere.
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Chapter 8

Conclusion

A multimodal interface to our sketching system would create a more
natural user interface that will provide the user with a simple, powerful,
and more accurate way to communicate with the computer. To reach
this goal, we must be able to segment and align the speech and sketching
inputs as we receive them.

Data from six subjects who sketched and spoke about six different
devices was captured. Important features, such as pauses and certain
vocabulary, were identified. A set of rules that use this knowledge were
created to perform the segmentation and alignment. In order to better
understand the more complex rules, WATCH was created. WATCH
displays the rules in a timeline layout to help visualize the interaction
of the rules.

The rules were tested on the transcripts from the videos and did
accurate job segmenting and aligning the input. Segmentation and
alignment of the speech and sketching inputs is a crucial step that will
allow future work on mutual disambiguation. Future work will involve
integrating speech recognition and ASSIST to create the multimodal
system.
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Appendix A

Audio Recording
Transcripts

Each Section in this Appendix contains the three audio transcripts for
one of the devices.

A.1 Device 1

RS
X

Figure A.1: This is device 1.

A.1.1 Subject 1

So <ahh> we have this ramp here <umm>, the x is for the thing it is
tied down to - to the ground. And then <umm>> there is this little cart
<pause> type car with wheels, and the wheels are attached to the car,
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like that. And then this downward arrow is for specifying grav- grav-
gravity.

A.1.2 Subject 2

So, here’s an inclined <pause> uhhh ah here’s a ramp, umm it’s fixed
<pause> and <pause> and a car on the ramp, <pause> and there is
gravity in the system.

A.1.3 Subject 3

So our first example is going to be <pause> a aaah cart, on a very short
incline. This is gonna be an enormous cart like this. And it’s gonna
have <pause> four wheels but you only see two wheels. And here are
the pivots. <unintelligible> And the <pause> ahh this is going to be
the ground - this is going to be the earth. And we have aaah and so
we're on a planet where gravity goes in that direction.

A.2 Device 2

Figure A.2: This is device 2.



A.2.1 Subject 1

Okay, so we have this little <mmm> gadget <umm> there like three
— four ramps that sort of go down so that you have little balls <umm>
that would sort of climb down this way - or not climb down, but like
fall down <pause> to the next one - like so. And then - and then there
is another one <pause> here. So this ball would roll down to here
- oh except there is a little <pause> pendulum thing, which swings
sort, of this way I guess. So what would happen is this ball would roll
down and then it would hit this thing and then it would fall down
here or something like that. And then <umm>> the last one is this
<pause> basket kind of a thing which would catch the ball falling
down. And here again we have 3 pendulums thingies. These are all
<umm?> stationary. There is also gravity.

A.2.2 Subject 2

So there are a set of ramps <pause> ahh fixed in free space with a
number of <ahh> balls suspended from the bottom of the ramps, and
a number of free balls <umm> rolling down <ahh> the collection of
ramps under the influence of gravity.

A.2.3 Subject 3

<laughter> Our second example is a Japanese Pachinko machine. And
for the Pachinko machine what we’re gonna have is a series of slides.
One like that. And that’s fixed. Another one that looks like <pause>
that goes in the other direction. like that. And you have two more
<pause> like that. So the balls are gonna fall — they’re gonna start
up here and they’re gonna slide down this way like this. And there’s
gonna be a pendulum, right there hanging from the first ramp. And a
series of three pendula <pause> pendulum? like that. And again we
are on a planet where gravity is like that.

A.3 Device 3

A.3.1 Subject 1

Okay, <umm> so this next one <pause> is a <pause> this is like a
trampoline kind of device. So inside this box there is a <pause> a little
<ahh> flat surface and <umm> which is attached to the ground by
three springs. So that you know, it is like a trampoline so you bounce
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Figure A.3: This is device 3.

up and down or something. So - so you have <umm> balls that are
hanging in the air. <laughter> And then, I guess the idea is that the
balls are going to bounce up and down, in the box. So this box is
<umm> tied down to the ground.

A.3.2 Subject 2

So in a in a closed container <pause> under the influence of gravity
<pause> umm we have a set of balls that were resting on a umm spring
loaded platform <pause> and here the ahh springs went from <pause>
ahh <pause> compression to <pause> ahh <pause> the springs that
were in compression were just released and now the balls that were
resting on the platform were sprung into the air.

A.3.3 Subject 3

My third example is going to be a container <pause> like this. Filled
with very little gas. And here are the gas particles <pause> and the
bottom of the container is gonna have a platform that is connected
with <pause> that is ahh held up by a series of compressed springs.
And <pause> here’s the wall of the container. It’s going to<pause>
be fixed. And again we are on a planet — once again we are on a planet
where gravity goes down.
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A.4 Device 4

Figure A.4: This is device 4.

A.4.1 Subject 1

The next one is <pause> a pulley. So you have a ramp <pause> and
then <umm> a little pulley here and so you... <pause> Let’s see
you have two objects, <pause> that are attached by a string like this.
So that either one, which ever is heavier or something, <umm> pulls
down the other. Or I - I guess what would happen is this thing would
go down the ramp and - and then pull this thing up.

A.4.2 Subject 2

Ahh we have a fixed ramp <pause> ahh a pulley at a pulley system at
the top of the ramp and we have one block <pause> umm with a with
a piece of rope a piece of rope attached to that block umm the rope
goes over <pause> the pulley umm <pause> and on the other end of
the rope there is another block.

A.4.3 Subject 3

Our fourth example <pause> is an incline similar an inclined plane to
<ahh> the first one we did. A wedge <pause> is going to be fixed. And
it’s gonna have two masses <pause> connected to each other through
a pulley - like that. And gravity is going to go down.
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A.5 Device 5

[ X ]

Run

[ ]

Figure A.5: This is device 5.

A.5.1 Subject 1

And here we have another <pause> pulley which is hanging from
<umm?>> this thing, which is tied down to the ground or the board
whichever. So a pulley here and you have two objects that are <pause>
just hanging down. I’'m not really sure what would happen.

A.5.2 Subject 2

We have aaa <pause> a plat... a fixed platform and hanging from that
platform is a pulley. And <pause> over the pulley is a rope with two
blocks on either end.

A.5.3 Subject 3

Our sixth example - fifth - sixth - fifth example is going to be a
<pasuse> ahhh ummm a pulley hanging from the ceiling. Here we
have the ceiling. And here we have the pulley. Ummm that has two
weights, two masses suspended. And again we are on a planet, no we’re
not on a planet. Ok. We are on a planet without gravity. Alright.
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A.6 Device 6

1N

Figure A.6: This is device 6.

A.6.1 Subject 1

<umm?> okay, so this is the last one. <umm> <hmm> here we have
a little <ahh> ramp like this with the ball - so the ball should roll
down the hill because of gravity. But <umm> there are <pause>
hanging from this thing there are two <umm> <hmm> pendulums or
something. So that when this ball rolls down <umm> it would hit this
thing and this would hit that thing.

A.6.2 Subject 2

So in this system with gravity there’s a fixed ramp, <pause> a ball at
the top of the ramp, <pause> aaah a fixed platform above and to the
<pause> right of the ramp and from this platform we have two balls
suspended.

A.6.3 Subject 3

Alright. For our sixth and final example. Or seventh or whatever it
was - sixth. We're going to have <pause> aaa — another inclined plane
or wedge here. And we’ll have a ball that starts at the top. Umm and
two pendulums hanging from <pause> a elevated surface, right here.
And we’re on a planet where gravity goes down.
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Appendix B

Video Transcripts and
Graphs

Each Section in this Appendix corresponds to one device. Each Sub-
section contains the transcript, timeline graph, and gap graph for one
subject.

B.1 Device 1

Figure B.1: This is Device 1.
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B.1.1 Subject 1
Start End

sec frame sec frame Task Name

11 8 11 21 It’s —

11 26 14 9 I’'m supposed to draw a car rolling down an incline.

14 27 16 20 So first I’ll draw the incline.

15 24 16 3 “[triangle:t1:draw pen down to draw slope, drawing
left vertical line]”

18 2 19 0 [triangle:t1:draw drawing bottom of slope]

18 27 19 26 “It’s basically a triangle,”

19 26 23 17 and I weight the triangle to the surface so it doesn’t
<ahh> fall.

20 10 20 17 “lanchor:al:draw drawing anchor, top left to bottom
right line]”

20 22 20 28 lanchor:al:draw drawing top right to lower left an-
chor line]

23 24 24 15 [gravity:g:draw downward line for gravity]

24 2 25 29 ‘We have the force of gravity pointing downward.

24 23 25 10 [gravity:g:draw draw arrowhead]

26 27 28 24 “Ok, now I'll start by drawing the car.”

28 26 33 14 [polygon:pl:draw draws car body]

28 27 30 12 I'll draw the body of the car.

34 22 35 15 And then I'll draw

35 12 36 2 [wheel:wl:draw draws back wheel]

36 9 36 23 wheels

36 16 37 8 [wheel:w2:draw draws front wheel]

37 20 38 21 and attach the wheels to the body of the car.

37 24 38 4 [pivot:vl:draw pivot for front wheel]

38 19 39 2 [pivot:v2:draw pivot for back wheel]

40 24 42 3 And then I click run.

Table B.1: Transcript of Video for Subject 1 Device 1.
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[clicks on imaginary run button]
And then I click run.

[pivot for back wheel]

[pivot for front wheel]

I - ottach the wheels to the body of the car.

[draws front wheel]

wheels
[draws back whel]
| And then I draw

I'll draw the body of the car.

[draws car body]

OK, now I'll start by drawing the car.
[draw arrowhead]

‘We have the force of gravity pointing downward.

Speech or Sketch Event

I (covnward line for gravity]
[drawing top right to lower left anchor line]

[drawing anchor, top left to bottom right linc]

and I weight the triangle to the surface so it doesn't <ahh>
fall.

Graph of Time Gaps Between Events for Subject 1 Device 1

1t's basically a triangle,
IR (oving bottom of slope]
[pen down to draw slope hypotenuse

[pen down to draw slope, drawing left vertical line]

So first I'll draw the incline.

I'm supposed to draw a car rolling down an incline.

It's -

=} =3 =} Q o =} S}
© [re} 3 o « -

saweld uy deg awil

Figure B.3: The gap graph for Subject 1 Device 1.
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B.1.2 Subject 2

Start End

sec frame sec | frame Task Name

7 22 8 3 Ok

8 15 8 29 S0

9 0 10 8 In this picture there’s a

10 5 10 17 “[triangle:t1:draw draws slope, drawing left vertical
line]”

10 28 11 19 there’s a wedge

11 2 11 19 “[triangle:tl:draw draws slope, drawing hy-
potenuse]”

11 20 12 2 “[triangle:t1:draw draws slope, drawing bottom
line]”

11 27 13 8 on which the car is located.

13 20 13 25 “lanchor:al:draw draws anchor, top left to bottom
right]”

13 27 14 14 It’s fixed.

14 1 14 7 “lanchor:al:draw draws anchor, top right to bottom
left]”

15 1 15 12 <ahhh>

15 12 15 24 and

15 24 16 0 <uhhh>

15 26 16 5 [gravity:g:draw downward line for gravity]

16 3 17 4 gravity downwards.

16 12 16 20 [gravity:g:draw draws arrowhead]

17 22 19 9 And then there’s a car on top

18 16 20 26 [polygon:p:draw draws car body]

21 2 22 15 which has wheels.

22 5 22 22 [wheel:wl:draw draws back wheel]

23 1 24 12 which are the same radia

23 9 23 14 [wheel:wl:draw draws mark on back wheel]

24 1 24 17 [wheel:w2:draw draws front wheel]

24 15 25 29 <ahhh> the same circumfrence

25 2 25 7 [wheel:w2:draw draws mark on front wheel]

26 19 26 27 <ahhh>

26 28 27 19 Indicated by

27 19 28 1 these markings

27 22 28 12 [pivot:pl:draw pivot for back wheel]

28 1 29 15 on the axes of the wheels

28 29 29 6 [pivot:p2:draw pivot for front wheel]

30 11 32 6 which indicate they’re spinning around or something

33 11 33 26 “S000,”

34 21 35 22 that finished that picture.

Table B.2: Transcript of Video for Subject 2 Device 1.
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that finished that picture.
Sooo,

which indicate they're spinning around or something
[pivot for front wheel]

on the axes of the wheels
[pivot for back wheel]

these markings

Indicated by

<ahhh>

[draws mark on front wheel]
<ahhh> the same circumfrence
[draws front wheel]

[draws mark on back wheel]

which are the same radia...
[draws back wheel]

which has wheels.

[draws car body]

And then there's a car on top
[draws arrowhead]

gravity downwards.

[downward line for gravity]

Speech or Sketch Event

<Uhhh>

u
I
<Ahhh>
[draws anchor, top right to bottom left]
1t fixed.
[draws anchor, top left to bottom right]
L

and

Graph of Time Gaps Between Events for Subject 2 Device 1

[moves hand away from drawing]
[moves hand toward drawing]

on which the car is located.

[draws slope, drawing bottom line]

[draws slope, drawing hypotenuse]

there's a wedge

[draws slope, drawing left vertical line]
In this picture there's a

so

Ok

T t
v 9 v O Ww o v o
® ® & «& 9« -

40

soweu u deg awil

Figure B.5: The gap graph for Subject 2 Device 1.



B.1.3 Subject 3

Start End

sec frame sec | frame Task Name

16 7 16 26 “[triangle:t1:draw draws slope, drawing left vertical
line]”

16 18 17 10 “So, we have a ramp.”

17 10 17 24 “[triangle:t1:draw draws slope, drawing bottom
line]”

18 2 18 28 It’s a fixed object.

18 13 18 29 “[triangle:t1:draw draws slope, drawing hyptenuse]”

19 15 19 25 “[triangle:t1:draw draws slope, extending bottom
line]”

20 1 20 19 and <ahhh>

20 2 20 9 “[triangle:tl:draw draws slope, extending hy-
potenuse]”

22 17 23 12 ‘We have gravity

22 25 23 8 [gravity:g:draw draws line for gravity]

23 15 24 3 [gravity:g:draw draws arrowhead]

25 23 26 7 and

26 18 27 4 we wanna put a

27 6 27 23 car on top

27 23 28 8 of this ramp.

27 28 28 11 wheel:wl:draw draws back wheel]

29 17 30 4 wheel:w2:draw draws front wheel]

31 14 35 18 polygon:pl:draw draws car body]

36 | 29 37 | 7 “Now,”

37 13 37 23 these

37 25 38 13 [pivot:pl:draw pivot for back wheel]

38 27 39 10 [pivot:p2:draw pivot for front wheel]

39 13 40 8 you know these are wheels

40 8 40 26 so of course it

41 8 42 3 rolls down the ramp.

43 21 44 5 and

46 12 46 22 that’s

46 28 47 15 that picture.

Table B.3: Transcript of Video for Subject 3 Device 1.
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that picture.

that's

and

rolls down the ramp.

50 of course it

you know these are wheels
[pivot for front wheel]
[pivot for back wheel]

these

Now,

[draws car body]
[draws front wheel]
[draws back wheel]
of this ramp.

car on top

we wanna put a

Speech or Sketch Event

and
[draws arrowhead]
[draws line for gravity]
We have gravity

[draws slope, extending hypotenuse]

Graph of Time Gaps Between Events for Subject 3 Device 1

and <ahhh>

[draws slope, extending bottom line]
[draws slope, drawing hyptenuse]
It's a fixed object.

[draws slope, drawing bottom line]
So, we have a ramp.

[draws slope, drawing left vertical line]

T T T T

o o o o o
© wn < @ N
sawel uy deg awil

80
70 -
0
04

Figure B.7: The gap graph for Subject 3 Device 1.
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B.1.4 Subject 4

Start End

sec frame sec | frame Task Name

4 29 6 5 “Alright, so first we have a <ahhh>”

6 20 7 10 car on a ramp.

7 29 8 13 “[triangle:t1:draw draws slope, drawing left vertical
line]”

8 14 9 4 “[triangle:tl:draw draws slope, drawing bottom
line]”

8 15 8 26 “So,”

9 9 26 “[triangle:tl:draw draws slope, drawing hy-
potenuse]”

9 21 10 12 this will be our ramp.

11 18 12 11 wheel:wl:draw draws back wheel]

12 19 12 27 pivot:vl:draw pivot for back wheel]

13 12 13 27 wheel:w2:draw draws front wheel]

14 4 14 13 pivot:v2:draw pivot for front wheel]

15 9 17 10 polygon:p:draw draws car body]

17 20 17 29 The car.

19 4 19 24 <aaah>

20 15 20 19 “lanchor:al:draw draws anchor, top right to bottom
left]”

20 21 21 14 Fix this here.

20 21 20 24 “lanchor:al:draw draws anchor, top left to bottom
right]”

21 19 21 28 [gravity:g:draw downward line for gravity]

22 0 22 23 Gravity points down.

22 5 22 18 [gravity:g:draw draws arrowhead]

23 7 23 15 “So,”

23 29 24 17 the car just

24 25 25 14 rolls down the ramp.

26 9 26 15 Gravity.

Table B.4: Transcript of Video for Subject 4 Device 1.
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Gravity.

rolls down the ramp.

the car just

So,

[draws arrowhead]

Gravity points down.

[downward line for gravity]

[draws anchor, top left to
bottom right]

Fix this here.

[draws anchor, top right to
bottom left]

<aaah>

The car.

[draws car body]

[pivot for front wheel]

Speech or Sketch Event

[draws front wheel]

[pivot for back wheel]

[draws back wheel]

this will be our ramp.

Graph of Time Gaps Between Events for Subject 4 Device 1

[ (s stope, draving
hypotenuse]

So,

[draws slope, drawing
bottom line]
[draws slope, drawing left
vertical line]

car on a ramp.

Alright, so first we have a
<ahhh>

T T T T
0 Q 0 o [t} o 1)
Y « -~ -

sawel uy deg awil

40

3!

3
0

Figure B.9: The gap graph for Subject 4 Device 1.
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B.1.5 Subject 5

Start End

sec frame sec | frame Task Name

5 25 6 18 “Ok, s0”

6 25 7 14 first problem

8 4 8 28 involves

8 22 8 29 “[triangle:t1:draw draws slope, drawing left vertical
line]”

9 11 9 23 “[triangle:tl:draw draws slope, drawing hy-
potenuse]”

9 23 10 4 “[triangle:t1:draw draws slope, bottom line]”

9 26 10 25 an inclined plane

11 21 12 2 <ummm >

12 5 12 18 with a

12 28 13 11 car

13 18 15 29 [polygon:pl:draw draws car body]

14 19 14 29 here

16 2 17 18 up at the top of the inclined plane with

17 28 18 9 [wheel:wl:draw draws back wheel]

18 8 18 22 wheels.

18 25 19 4 [wheel:w2:draw draws front wheel]

20 6 22 5 And these wheels are going to have a certain diam-
eter

22 9 23 25 and we have a certain force of gravity

23 0 23 21 [gravity:g:draw draws gravity arrow]

24 0 24 23 working downward.

25 15 26 4 and <aaah>

26 5 26 29 The wheels are going to

27 0 27 18 spin

28 8 28 17 <aaah>

28 22 31 1 as they spin they are gonna each move a length

31 14 32 22 that’s equal to

32 23 34 7 the length of this inclined plane.

34 18 35 22 or at least the first one is

35 23 36 22 and the second one is gonna move

37 15 38 3 some other distance

38 3 39 14 some distance that is slightly less.

40 5 40 16 <aaah>

40 22 41 20 It’s less by an amount

41 23 42 17 It’s actually less by

Table B.5: Transcript of Video for Subject 5 Device 1.
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Figure B.10: The timeline graph for Subject 5 Device 1.

100



It's actually less by
It less by an amount

<aaah>

some distance that is slightly less.

some other distance

and the second one is gonna move

orat least the first one is

the length of this inclined plane.

that's equal to

as they spin they are gonna each move a length
<aaah>

spin

The wheels are going to

and <aaah>

working downward.

[draws gravity arrow]

and we have a certain force of gravity

And these wheels are going to have a certain diameter
[draws front wheel]

wheels.

Speech or Sketch Event

[draws back wheel]
up at the top of the inclined plane with
here

[draws car body]

car

Graph of Time Gaps Between Events for Subject 5 Device 1

witha
<ummm>

an inclined plane

[draws slope, bottom line]

[draws slope, drawing hypotenuse]
[draws slope, drawing left vertical line]
involves

first problem

Ok, so

T T T
0 o ) o [t}
@ 59 34 -~ -

sawes uy de awil

35
0
04

Figure B.11: The gap graph for Subject 5 Device 1.
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B.1.6 Subject 6

Start End
sec | frame sec | frame Task Name
3 11 3 27 Ok.
4 9 5 6 [triangle:t1:draw draws vertical and hoizontal parts
of ramp]
4 24 5 27 ‘We begin with some example.
5 20 6 3 [triangle:t1:draw draws hypotonuse of ramp]
6 27 7 21 ‘We’ve got a ramp.
8 2 8 18 lanchor:al:draw draws anchor]
8 11 9 19 ‘We anchor it to the background.
10 13 11 16 ‘We put a little car on it.
10 19 11 1 wheel:wl:draw draws rear wheel]
11 9 11 19 wheel:w2:draw draws front wheel]
11 27 13 17 polygon:pl:draw draws car body]
14 4 14 12 pivot:vl:draw draw rear pivot]
14 5 14 26 Attach the
14 26 15 6 [pivot:v2:draw draw front pivot]
15 14 16 23 wheels to the body of the car.
17 29 19 18 And then we expect the car to roll down.
Table B.6: Transcript of Video for Subject 6 Device 1.
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Figure B.12: The timeline graph for Subject 6 Device 1.
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And then we expect the car
toroll down.

wheels to the body of the car.
[draw front pivot]

Attach the

[draw rear pivot]

[draws car body]

[draws front wheel]

[draws rear wheel]

Speech or Sketch Event

We anchor it to the
background.

[draws anchor]

We've got a ramp.

Graph of Time Gaps Between Events for Subject 6 Device 1

[draws hypotonuse of ramp]

We begin with some
example.

[draws vertical and hoizontal
parts of ramp]

Ok.
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[t} o el o [t} =} [t
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Figure B.13: The gap graph for Subject 6 Device 1.
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Figure B.14: This is Device 2.
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B.2.1 Subject 1
Start End
sec frame sec | frame Task Name
3 13 5 3 “Ok, the third one seems like”
6 16 7 11 “I don’t know, it’s”
7 12 9 8 It’s a spring mounted
10 6 10 19 table?
13 16 13 24 Ok.
14 23 15 8 <ummm >
17 14 18 18 “First, I'll draw gravity again.”
17 29 18 14 gravity:gl:draw downward line for gravity]
18 19 19 2 gravity:gl:draw draw arrowhead]
21 7 22 14 rectangle:rl:draw draw top block sides and top
lines]
22 28 24 12 Draw the horizontal bar.
23 0 23 19 rectangle:rl:draw draw top block bottom line]
25 12 26 22 rectangle:r2:draw draw left vertical block]
26 18 27 19 Two vertical bars.
27 8 28 20 [rectangle:r3:draw draw right vertical block]
29 8 29 17 [pivot:vl:draw draw left pivot joint]
29 18 30 4 Join them.
30 5 30 17 [pivot:vl:draw draw right pivot joint]
32 23 33 20 Then I’ll draw
33 7 36 20 [polygon:pl:draw draw left support]
35 18 36 8 This thing
36 17 37 15 whatever it is
37 15 37 21 and
38 6 41 29 [polygon:pl:draw draw right support]
38 13 39 25 a similar thing on the other side
44 5 45 27 And then I’ll connect them with springs
46 1 47 6 [spring:sl:draw draw left spring]
47 29 49 12 [spring:s2:draw draw right spring]
52 7 53 6 And finally
52 20 53 7 Janchor:al:draw draw left anchor]
53 22 54 7 [anchor:a2:draw draw right anchor]
53 22 54 26 anchor these two
56 2 56 16 Let’s see
56 25 57 29 I think that’s — nope
58 12 58 16 there’s
59 12 60 9 three <aaah>
61 22 62 7 [circle:cl:draw draw left circle]
62 12 63 6 I don’t know what they are
62 24 63 12 circle:c2:draw draw middle circle]
64 0 64 13 circle:c3:draw draw right circle]
65 3 65 9 line:11:draw draws line on left circle]
65 25 66 1 line:12:draw draws line on middle circle]
66 17 66 28 line:13:draw draws line on right circle]
67 17 68 22 ooks like three <ahhh>
69 18 70 3 <ahhh>
70 13 71 23 pendulums upside-down
88 8 89 24 “Oh, I get it, so the balls drop”
89 25 90 15 and this thing
90 17 91 21 “you know, yeah.”

Table B.7:

Transcript of Video for Subject 1 Device 2.
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you know, yeah.
and this thing

Oh, I get i, so the balls drop
pendulums upside-down
ahhhhh

looks like three ahhhh
[draws line on right circle]
[draws line on middle circle]
[draws line on left circle]
[draw right circle]

[draw middle circle]

T don't know what they are
[draw left circle]

three agaaah

there's

I think that's -- nope

Let's see

anchor these two

[draw right anchor]

[draw left anchor]

And finally

[draw right spring]

[draw left spring]
And then I'l connect them with springs

a similar thing on the other side

[draw right support]
and

whatever it is

‘This thing

Speech or Sketch Event

[draw left support]

Then I'll draw

[draw right pivot joint]
Join them.

[draw left pivot joint]
[draw right vertical block]
Two vertical bars.

[draw left vertical block]

Graph of Time Gaps Between Events for Subject 1 Device 2

[draw top block bottom line]
Draw the horizontal bar.

[draw top block sides and top lines]
[draw arrowhead]

[downward line for gravity]

First, Il draw gravity again
Ummm

Ok.

table?

It's a spring mounted

1don't know, it's

Ok, the third one seems like

o ) o
o o o
< & Q
sowel u deg awil

600

500 4

100 -
0

Figure B.16: The gap graph for Subject 1 Device 2.
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B.2.2 Subject 3

Start End
sec frame sec | frame Task Name
8 5 8 18 “So,”
9 27 10 25 at the top we have
11 16 11 28 [circle:cl:draw draws left circle]
12 17 12 29 [circle:c2:draw draws middle circle]
13 3 13 28 three circles
14 4 14 17 [circle:c3:draw draws right circle]
15 22 16 9 “And then,”
18 19 19 11 Down here we have
19 17 20 6 “two, like”
20 10 23 24 [polygon:pldraw draws left support]
20 23 21 10 buckets
25 12 28 29 [polygon:p2:draw draws right support]
29 14 29 26 And in these
29 27 30 8 buckets
30 8 30 12 are
30 12 31 1 springs
31 9 32 7 [spring:sl:draw draws right spring]
32 26 33 21 [spring:s2:draw draws left spring]
35 2 35 15 And attached
35 18 35 24 to these
35 26 36 7 springs
36 0 36 [§ [rectangle:rl:draw draws part of right vertical bar]
36 7 36 17 are these
36 18 38 10 [rectangle:rl:draw draws part of right vertical bar]
36 20 37 9 rods
39 1 41 7 [rectangle:r2:draw draws left vertical support]
41 27 42 5 ‘Which is
42 11 43 2 ‘Which are then like
43 5 43 14 [pivot:pl:draw draws left pivot]
43 6 43 12 attached
43 15 43 23 via a
43 24 44 1 pivot
44 0 44 17 [pivot:p2:draw draws right pivot]
44 3 44 10 point
44 27 45 11 to a rod
45 14 46 2 connecting both
48 13 49 25 [rectangle:r3:draw draws top block]
49 7 49 19 <unintelligible>
52 4 52 17 And
52 17 52 29 of course
52 28 53 10 [gravity:g:draw draws downward line of gravity ar-
row]
52 29 53 9 there’s
53 12 54 3 and there’s gravity
53 16 54 4 [gravity:g:draw draws arrowhead of gravity arrow]
57 0 57 18 So
59 0 59 15 let’s see
59 19 60 3 moving on to the next picture.
60 3 60 22 to the next picture
Table B.8: Transcript of Video for Subject 3 Device 2.
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0 the next picture

moving on to the next picture.

let's see
So

[draws arrowhead of gravity arrow]
and there's gravity

there's

[draws downward line of gravity arrow]
of course

And

<unintelligible>

[draws top block]
connecting both

[points at the top of both supports]
toarod

point

[draws right pivot]

pivot

viaa

attached

[draws left pivot]

Which are then like

Which is

[draws left vertical support]

rods
[draws part of right vertical bar]
are these

[draws part of right vertical bar]

Speech or Sketch Event

springs
to these
‘And attached

[draws left spring]
[draws right spring]
springs

are

buckets

And in these

Graph of Time Gaps Between Events for Subject 3 Device 2

[draws right support]
buckets

[draws left support]
two, like

Down here we have
And then,
[draws right circle]

three circles

[draws middle circle]

[draws left circle]

at the top we have
So,

O 9 9 9 9 o o o
K © ®» ¥ ® « «

100
90 -
80

sawel u deg awiy

Figure B.18: The gap graph for Subject 3 Device 2.
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B.2.3 Subject 4

Start End

sec frame sec | frame Task Name

1 13 2 0 “Alright, next”

2 2 2 21 <aaah>

3 28 4 7 [circle:cl:draw draws left circle]

4 3 5 12 got some balls up here

4 22 5 2 circle:c2:draw draws middle circle]

5 20 6 4 circle:c3:draw draws right circle]

6 22 7 24 “And, <ahhh>"

11 7 12 14 [rectangle:rl:draw draws top block]

12 2 12 17 platform

13 17 14 0 and

14 3 15 4 [rectangle:r2:draw draws left vertical block]

15 2 16 2 connected to

15 24 16 16 [rectangle:r3:draw draws right vertical block]

17 7 18 0 [spring:sl:draw draws left spring]

17 10 18 3 a springs

18 22 19 16 spring:s2:draw draws right spring]

21 4 23 12 polygon:pl:draw draws left support]

22 3 22 19 here

24 1 26 9 [polygon:p2:draw draws right support]

28 9 28 22 And <ahhh>

28 28 29 13 these are fixed

29 3 29 6 “[anchor:al:draw draws left anchor, from top right
to bottom left]”

29 8 29 10 “[anchor:al:draw draws left anchor, from top left to
bottom right]”

29 27 29 29 “[anchor:a2:draw draws right anchor, from top right
to bottom left]”

30 1 30 4 “lanchor:a2:draw draws right anchor, from top left
to bottom right]”

30 24 31 24 and these are connected

30 27 31 5 pivot:vl:draw draws left pivot]

31 18 31 26 pivot:v2:draw draws right pivot]

33 27 34 5 So

34 24 35 15 and gravity goes down

34 28 35 13 [gravity:g:draw draws gravity arrow]

35 15 36 17 So when the thing starts

37 7 37 18 <ahhh>

38 10 38 29 balls 1l fall down

39 2 39 27 springs will bounce

Table B.9: Transcript of Video for Subject 4 Device 2.
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springs will bounce
balls "Il fall down
<ahhh>

So when the thing starts

[draws gravity arrow]

= and gravity goes down
So

[draws right pivot]
[draws left pivot]

and these are connected

[draws right anchor, from top left to bottom right]
[draws right anchor, from top right to bottom left]
[draws left anchor, from top left to bottom right]

[draws left anchor, from top right to bottom left]

these are fixed
And <ahhh>

[draws right support]
here

[draws left support]

[draws right spring]

Speech or Sketch Event

asprings
[draws left spring]

[draws right vertical block]
connected to

[draws left vertical block]

and

Graph of Time Gaps Between Events for Subject 4 Device 2

platform
[draws top block]
And, <ahhh>

[draws right circle]
[draws middle circle]
got some balls up here
[draws left circle]

<aaah>

Alright, next

Q =3 =} o S}
«

= o
I =} @© @ 3

sawe. u deg awiy

Figure B.20: The gap graph for Subject 4 Device 2.
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B.2.4 Subject 6

Start End
sec | frame sec | frame Task Name
1 9 2 5 The second system
8 12 8 21 Are
8 27 9 18 Are these balls
9 18 10 14 attached to the background?
14 23 15 9 Ohhh!
15 13 15 29 “Oh, I see”
15 29 16 25 “I see, I see, I see, I see.”
17 28 18 11 “Ok, we've got”
18 12 18 26 a system
18 27 21 26 [polygon:pl:draw draws left support]
22 29 26 5 [polygon:p2:draw draws right support]
23 11 23 17 with
23 24 24 23 two identical
27 25 27 29 Janchor:al:draw draws part of right anchor]
28 0 29 7 support structures
28 1 28 7 anchor:al:draw draws part of right anchor]
28 26 29 0 anchor:a2:draw draws part of left anchor]
29 3 29 8 anchor:a2:draw draws part of left anchor]
31 0 31 15 We’ve got a
31 4 33 6 [rectangle:rl:draw draws top block]
31 16 32 10 horizontal bar
33 27 34 11 And we’ve got
34 15 35 29 [rectangle:r2:draw draws left vertical block]
34 19 35 15 two identical
36 21 38 6 [rectangle:r3:draw draws right vertical block]
36 24 37 14 pistons
38 1 38 13 If you will
38 18 38 27 [pivot:vl:draw draws right pivot]
38 20 39 18 attached to the bar
39 13 39 23 [pivot:v2:draw draws left pivot]
40 17 41 0 And
40 18 41 23 [spring:sl:draw draws left spring]
41 23 42 2 Locked
42 5 42 22 in the support
42 24 43 14 structures
43 3 44 2 [spring:s2:draw draws right spring]
44 3 44 24 is springs
45 17 416 2 And we’ve got
45 22 46 4 [circle:cl:draw draws left ball]
46 21 47 5 [circle:c2:draw draws middle ball]
46 27 47 8 three
47 13 48 16 identical balls
47 13 47 25 [circle:c3:draw draws right ball]
48 26 50 9 that will drop and such

Table B.10: Transcript of Video for Subject 6 Device 2.
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Figure B.21: The timeline graph for Subject 6 Device 2.
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[points at top block]
that will drop and such
[draws right ball]
identical balls

three

[draws middle ball]
[draws left ball]

And we've got

is springs

[draws right spring]
structures

in the support

Locked

[draws left spring]

And

[draws left pivot]
attached to the bar
[draws right pivot]

1f you will

pistons

[draws right vertical block]
two identical

[draws left vertical block]
And we've got

horizontal bar

[draws top block]

Speech or Sketch Event

We've got a

[draws part of left anchor]
[draws part of left anchor]
[draws part of right anchor]
support structures
N (draws part of right anchor]

two identical

Graph of Time Gaps Between Events for Subject 6 Device 2

with
I [dravws right support]
[draws left support]

a system
. Ok, we've got

Isee, I see, [ see, I see.
B Oh.Isee

Ohhh!

attached to the background?
B Are these balls
Are

‘The second system

40
20 -
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<3 =) @ 3 I S @ @
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Figure B.22: The gap graph for Subject 6 Device 2.
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B.3 Device 3

Figure B.23: This is Device 3.
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B.3.1 Subject 1
Start End
sec frame sec frame Task Name
1 1 1 4 Ok.
2 4 3 2 Let’s move on to the fifth one.
13 26 14 6 Ok.
15 1 15 29 Looks like some
18 16 20 12 “Looks like the bottom of a pinball game, but”
22 24 23 4 We’ll start
23 5 23 23 drawing gravity
23 10 23 20 [gravity:g:draw draws downward line for gravity]
23 28 24 9 [gravity:g:draw draws arrowhead for gravity]
25 8 25 24 and
25 29 28 26 there are two identical inclines with balls on them.
28 28 30 5 So we’ll start with this
30 5 30 12 polygon:pl:draw draws part of top left ramp
31 9 32 6 polygon:pl:draw draws part of top left ramp
32 25 33 3 polygon:pl:draw draws part of top left ramp
33 13 33 21 polygon:pl:draw draws part of top left ramp
34 19 35 17 polygon:pl:draw draws part of top left ramp
39 23 40 13 polygon:p2:draw draws part of top right ramp
41 0 41 7 polygon:p2:draw draws part of top right ramp
41 21 42 15 polygon:p2:draw draws part of top right ramp
43 13 44 0 polygon:p2:draw draws part of top right ramp
46 3 47 3 we’ll weight the inclines
46 10 46 22 Janchor:al:draw anchors top left ramp]
47 8 47 19 Janchor:a2:draw anchor top right ramp]
50 7 50 16 And
50 18 50 28 [circle:cl:draw draws left ball on ramp]
51 24 52 16 couple balls
51 28 52 10 [circle:c2:draw draws right ball on ramp]
53 23 54 14 ‘We have three
54 15 54 28 [pendulum:dl:draw draws ball of middle pendulum]
55 6 55 24 pendulums
55 8 55 21 [pendulum:dl:draw draws string of middle pendu-
lum]

56 8 56 21 pendulum:d2:draw draws ball of right pendulum]
57 0 57 12 pendulum:d2:draw draws string of right pendulum]
57 26 58 9 pendulum:d3:draw draws ball of left pendulum]
58 16 58 29 pendulum:d3:draw draws string of left pendulum]
60 15 61 4 And two
61 6 61 16 more
61 13 61 24 [polygon:p3:draw draws part of lower left ramp]
62 8 62 19 fixed.
62 8 63 7 polygon:p3:draw draws part of lower left ramp]
64 29 65 16 polygon:p4:draw draws part of lower right ramp]
65 27 66 15 polygon:p4:draw draws part of lower right ramp]
68 14 68 23 anchor:a3:draw anchors lower left ramp]
69 2 69 14 anchor:ad:draw anchors lower right ramp]|
71 8 71 16 ok.

Table B.11: Transcript of Video for Subject 1 Device 3.
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ok.

[anchors lower right ramp]

[anchors lower left ramp]
[draws part of lower right ramp]
[draws part of lower right ramp]
[draws part of lower left ramp]
fixed.

[draws part of lower left ramp]
more

And two

[draws string of left pendulum]
[draws ball of left pendulum]
[draws string of right pendulum]
[draws ball of right pendulum]
[draws string of middle pendulum]
pendulums

[draws ball of middle pendulum]
We have three

[draws right ball on ramp]

couple balls

[draws left ball on ramp]

And

[anchor top right ramp]
[anchors top left ramp]

we'll weight the inclines
[draws part of top right ramp]
[draws part of top right ramp]

Speech or Sketch Event

[draws part of top right ramp]
[draws part of top right ramp]
[draws part of top left ramp]
[draws part of top left ramp]
[draws part of top left ramp]
[draws part of top left ramp]

[draws part of top left ramp]

Graph of Time Gaps Between Events for Subject 1 Device 3

So we'll start with this
there are two identical inclines with balls on them.
and

[draws arrowhead for gravity]

[draws downward line for gravity]

drawing gravity

We'll start

Looks like the bottom of a pinball game, but

Looks like some

Ok.
Let's move on to the fifth one.
Ok.

o o o o o o o o

e} S e} S re} 1=} o

@ o 54 « -~ -

sowel u deg awil

Figure B.25: The gap graph for Subject 1 Device 3.
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B.3.2 Subject 4

Start End
sec frame sec frame Task Name
1 23 2 20 “Next, <ahhh>"
4 16 5 19 we should have a couple of ramps
6 8 7 20 polygon:pl:draw draws part of top left ramp
7 24 8 11 polygon:pl:draw draws part of top left ramp
8 16 8 20 polygon:pl:draw draws part of top left ramp
10 4 10 9 polygon:pl:erase erases part of top left ramp
10 25 11 8 polygon:pl:draw draws part of top left ramp]
13 10 14 16 polygon:p2:draw draws part of top right ramp]
14 22 16 11 polygon:p2:draw draws part of top right ramp]
17 17 18 7 “And, <ahhh>”
20 4 20 18 down here
20 9 20 20 polygon:p3:draw draws part of lower left ramp]
21 11 22 6 polygon:p3:draw draws part of lower left ramp]
22 29 24 6 polygon:p4:draw draws lower right ramp]
25 5 26 4 And these are all fixed.
25 19 25 26 anchor:al:draw anchors top left ramp]
27 8 27 15 anchor:a2:draw anchors top right ramp]
28 8 28 15 anchor:a3:draw anchors part of lower right ramp]
29 0 29 9 anchor:ad:draw anchors lower left ramp]
29 28 30 1 anchor:a3:draw anchors part of lower right ramp]
30 29 31 10 <ummm>
32 15 32 24 [pendulum:d1:draw draws string of left pendulum]
33 4 33 13 [pendulum:d2:draw draws string of middle pendu-
lum]
33 23 34 5 [pendulum:d3:draw draws string of right pendulum]
34 23 35 29 Three balls hanging here
35 8 35 19 pendulum:dl:draw draws ball of left pendulum]
35 26 36 6 pendulum:d2:draw draws ball of middle pendulum]
36 14 36 23 pendulum:d3:draw draws ball of right pendulum]
37 26 38 11 And
38 16 39 9 two of them start up here.
39 0 39 11 [circle:cl:draw draws left ball on ramp]
40 2 40 10 [circle:c2:draw draws right ball on ramp]
40 16 41 19 And then again gravity’s down.
41 7 41 26 [gravity:g:draw draws gravity arrow]
42 6 43 2 “So when it starts, I guess”
43 3 44 5 these balls will roll down the ramps
44 9 44 23 ’n hit these
44 27 45 11 ’n fall off

Table B.12: Transcript of Video for Subject 4 Device 3.
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"n fall off
"n it these

these balls will roll down the ramps
So when it starts, I guess

[draws gravity arrow]

And then again gravity's down.
[draws right ball on ramp)

[draws left ball on ramp]

two of them start up here.

And

[draws ball of right pendulum]
[draws ball of middle pendulum]

[draws ball of left pendulum]

Three balls hanging here
[draws string of right pendulum]
[draws string of middle pendulum]
[draws string of left pendulum]
<ummm>

[anchors part of lower right ramp]
[anchors lower left ramp]

[anchors part of lower right ramp]

[anchors top right ramp]

Speech or Sketch Event

[anchors top left ramp]
And these are all fixed.

[draws lower right ramp]
[draws part of lower left ramp]
[draws part of lower lefi ramp]

down here

Graph of Time Gaps Between Events for Subject 4 Device 3

And, <abhh>
[draws part of top right ramp]
[draws part of top right ramp]
[draws part of top left ramp]
[erases part of top left ramp]
[draws part of top left ramp]
[draws part of top left ramp]

[draws part of top left ramp]

we should have a couple of ramps

Next, <ahhh>

T T t T T
o o =) = o o
< @ 34

70

6

5
04
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Figure B.27: The gap graph for Subject 4 Device 3.
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B.3.3 Subject 6

Start End

sec frame sec | frame Task Name

3 4 3 10 <oooh>

4 23 4 29 <hmmm>

8 12 10 13 <oooh> and a little funny ball machine.

10 20 11 0 We’ve got

10 26 11 22 [polygon:pl:draw draws part of lower left ramp]

12 3 12 16 [polygon:pl:draw draws part of lower left ramp]

12 11 12 19 two

13 6 13 23 [polygon:p2:draw draws part of lower right ramp]

13 13 14 14 identical ramps

14 1 14 14 [polygon:p2:draw draws part of lower right ramp)]

16 6 17 18 [polygon:p3:draw draws top right ramp]

16 9 17 28 two large identical ramps

18 9 20 15 polygon:p4:draw draws top left ramp]

21 17 21 26 anchor:al:draw anchors top right ramp]

21 29 22 6 oth

22 10 22 17 [anchor:a2:draw anchors top left ramp]

22 24 23 6 anchored

23 0 23 3 lanchor:a3:draw anchors lower left ramp]

23 10 23 15 to the

23 16 23 27 background

23 23 24 3 Janchor:a4:draw anchors lower right ramp]

24 20 25 2 We’ve got

24 28 25 11 pendulum:d1l:draw draws string of left pendulum]

25 14 25 27 pendulum:dl:draw draws ball of left pendulum]

26 6 26 16 pendulum:d2:draw draws string of middle pendu-
lum]

26 12 26 22 three

26 18 27 3 [pendulum:d2:draw draws ball of middle pendulum]

26 28 27 16 identical

27 10 27 19 [pendulum:d3:draw draws string of right pendulum]

27 17 28 10 equally spaced

27 21 28 3 [pendulum:d3:draw draws ball of right pendulum]

28 13 28 27 pendulums

28 28 30 7 placed in the center of the

30 27 31 20 of the structure

31 25 32 7 [circle:cl:draw draws right ball on ramp]

32 9 32 17 and

32 28 33 22 two identical

32 29 33 11 [circle:c2:draw draws left ball on ramp]

33 23 34 3 balls

35 0 35 24 And we let them

35 24 36 28 roll and see what happens

Table B.13: Transcript of Video for Subject 6 Device 3.
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Figure B.28: The timeline graph for Subject 6 Device 3.

126



roll and see what happens.
And we let them

balls

[draws left ball on ramp]

two identical

and

[draws right ball on ramp]

of the structure

placed in the center of the
pendulums

[draws ball of right pendulum]
equally spaced

[draws string of right pendulum]
identical

[draws ball of middle pendulum]
three

[draws string of middle pendulum]
[draws ball of Ieft pendulum]
[draws string of left pendulum]
We've got

[anchors lower right ramp]
background

to the

[anchors lower left ramp]

Speech or Sketch Event

anchored
[anchors top left ramp]
both

[anchors top right ramp]
[draws top left ramp]

two large identical ramps

Graph of Time Gaps Between Events for Subject 6 Device 3

[draws top right ramp]
[draws part of lower right ramp]
identical ramps

[draws part of lower right ramp]
two

[draws part of lower left ramp]
[draws part of lower left ramp]
We've got

<oooh> and a little funny ball machine.

<hmmm>
<oooh>
o o o o o o o
I S @© o© < 39

sawel uy de awil

Figure B.29: The gap graph for Subject 6 Device 3.
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B.4 Device 4

g OO
(G ]
1 2

Figure B.30: This is Device 4.
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B.4.1 Subject 1

Start End
sec frame sec | frame Task Name
5 29 6 20 It looks like
7 15 10 5 two pulleys and a group of masses?
14 14 15 5 ‘What are the <ahhh>
23 8 24 5 and the dotted lines?
29 14 29 21 Ok.
30 21 31 4 <ummm >
32 2 33 27 So first I'll draw gravity again
33 8 33 20 [gravity:g:draw downward line for gravity]
34 1 34 16 [gravity:g:draw draw arrowhead]
34 9 34 29 pointing downward.
36 18 37 2 I'll draw the
37 2 37 23 [pulley:pl:draw draw left pulley outside circle]
37 22 38 16 two pulleys.
38 2 38 13 pulley:pl:draw draw left pulley inside circle]
38 29 39 19 pulley:p2:draw draw right pulley outside circle]
39 26 40 8 pulley:p2:draw draw right pulley inside circle]
42 21 44 6 There’s a line coming off one pulley
43 10 43 25 “[line:11:draw draw left pulley, left line]”
44 15 45 21 line coming off another pulley.
44 18 45 6 “[line:12:draw draw left pulley, right line]”
46 17 47 0 “[line:13:draw draw right pulley, left line]”
47 14 47 26 “[line:14:draw draw right pulley, right line]”
49 9 49 22 and
51 17 52 20 rectangle:rl:draw draw left block]
53 7 54 10 rectangle:r2:draw draw middle block]
54 23 56 2 rectangle:r3:draw draw right block]
55 4 55 26 three weights
56 | 28 57 | 14 plus
57 19 58 0 line:15:draw draw middle line down]
58 16 59 21 rectangle:r4:draw draw bottom block]
58 29 60 2 a fourth weight in the middle.
62 9 62 26 So that’s it.

Table B.14: Transcript of Video for Subject 1 Device 4.
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So that's it.

a fourth weight in the middle.
[draw bottom block]

[draw middle line down]

plus

three weights

[draw right block]

[draw middle block]

[draw left block]

and

[draw right pulley, right linc]
[draw right pulley, left line]
[draw left pulley, right line]

line coming off another pulley.
[draw left pulley, left linc]
There's a line coming off one pulley
[draw right pulley inside circle]
[draw right pulley outside circle]

[draw left pulley inside circle]

Speech or Sketch Event

two pulleys.

[draw left pulley outside circle]
T'll draw the

pointing downward.

[draw arrowhead]

Graph of Time Gaps Between Events for Subject 1 Device 4

[downward line for gravity]
So first I'll draw gravity again
<Ummm>

Ok.

and the dotted lines?

‘What are the <ahhh.....>
[moves hand to picture]

two pulleys and a group of masses?

It looks like
o Q o Q o o o
Q el =] 0 =] )
® 39 « - -

sowel u deg awil

Figure B.32: The gap graph for Subject 1 Device 4.
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B.4.2 Subject 4

Start End
sec frame sec frame Task Name
1 15 2 21 Next to it we have some <ahhh>
3 2 4 0 blocks and pulleys
7 7 7 27 rectangle:rl:draw draws top left block]
8 9 9 2 rectangle:r2:draw draws top middle block]
10 12 11 10 rectangle:r3:draw draws top right block]
12 0 12 22 We’ve got these
12 29 13 22 [rectangle:r4:draw draws bottom block]
14 6 14 19 four blocks
15 1 15 18 and <ahhh>
17 1 17 13 “[pulley:pl:draw draws left pulley, outside circle]”
17 20 17 26 “Ipulley:pl:draw draws left pulley, inside circle]”
17 21 18 19 I'll start with two pulleys
18 12 18 26 “[pulley:p2:draw draws right pulley, outside circle]”
19 5 19 14 “[pulley:p2:draw draws right pulley, inside circle]”
19 21 20 5 and
21 17 22 15 [line:11:draw draws left rope]
21 20 22 9 these are connected
22 13 23 2 over the pulley
23 5 23 22 as are
24 0 25 1 [line:12:draw draws right rope]
24 24 25 2 these
26 9 26 25 and then <ahhh>
28 0 29 2 this block is connected to this block.
28 5 28 17 [line:13:draw draws middle rope]
30 16 31 5 “So,”
33 29 34 24 I guess when it starts
34 24 35 9 <ahhh>
36 13 37 2 these aren’t connected
37 24 38 16 so these just fall down
47 13 48 18 “Oh, and gravity points down.”

Table B.15: Transcript of Video for Subject 4 Device 4.
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Figure B.33: The timeline graph for Subject 4 Device 4.
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Oh, and gravity points down.
so these just fall down

these aren't connected

<ahhh>

1 guess when it starts

So,

[draws middle rope]

this block is connected to this block.
and then <ahhh>

these

[draws right rope]

asare

over the pulley

these are connected

[draws left rope]

and

[draws right pulley, inside circle]

Speech or Sketch Event

[draws right pulley, outside circle]
Tl start with two pulleys

[draws left pulley, inside circle]
[draws left pulley, outside circle]

and <ahhh>

Graph of Time Gaps Between Events for Subject 4 Device 4

four blocks
[draws bottom block]
We've got these

[draws top right block]
[draws top middle block]
[draws top left block]
blocks and pulleys

Next to it we have some <ahhh>

T T T T
o o o o o
= re} =} e

T
o o
= Ired
@ 34 34 -~ -

saweud uy deo awi]

Figure B.34: The gap graph for Subject 4 Device 4.
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B.4.3 Subject 5

Start End
sec frame sec frame Task Name
0 25 1 13 “Right, and the”
1 14 1 28 the fourth
2 4 2 25 in the fourth case
2 25 3 7 we have
3 15 3 26 <ummm >
4 1 4 7 two
4 9 4 24 pulleys
4 23 5 18 “[pulley:pl:draw draws left pulley, outside circle]”
5 24 6 6 “[pulley:pl:draw draws left pulley, inside circle]”
6 26 7 17 “Ipulley:p2:draw draws right pulley, outside circle]”
7 25 8 5 “[pulley:p2:draw draws right pulley, inside circle]”
11 18 11 24 [rectangle:rl:draw draws part of top middle block]
11 22 12 11 which are
12 4 12 23 [rectangle:rl:draw draws part of top middle block]
13 14 14 20 attached to
15 1 16 5 immediately attached
16 5 16 10 to
16 3 16 14 [rectangle:r2:draw draws part of top right block]
16 17 17 10 three blocks
16 20 17 8 rectangle:r2:draw draws part of top right block]
18 3 18 9 rectangle:r3:draw draws part of top left block]
18 15 19 7 rectangle:r3:draw draws part of top left block]
19 29 20 8 And
20 8 20 20 this is
20 16 20 27 arrow:al:draw draws downward line for gravity]
21 4 21 16 arrow:al:draw draws arrowhead for gravity]
21 25 22 23 t’s the y axis
22 24 23 17 so it’s suspended
25 5 25 18 “So, we have”
25 21 26 8 ropes
25 21 27 24 [line:11:draw draws left rope]
26 14 27 7 two ropes
28 22 30 24 [line:12:draw draws right rope]
29 3 29 28 which are attached
30 21 31 7 which go aro—
31 7 31 27 which are <ahhh>
32 9 32 28 attached to the pull—
32 28 33 23 which are suspended
33 23 34 13 over the pulleys
34 22 35 18 and attached
36 5 36 11 <ummm >
36 15 37 5 each to
37 8 38 2 an outside block
38 4 38 26 and they’re both attached
38 26 39 12 to the center block.
40 9 41 2 and the center block
41 5 41 19 has
42 6 42 11 <uhhh>
42 18 42 28 [line:13:draw draws middle rope]
42 19 43 0 another
43 16 44 21 [rectangle:rd:draw draws bottom block]
44 15 44 22 rope

Table B.16: Transcript

of Video for Subject 5 Device 4, Part 1.
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Start End
sec frame sec frame Task Name
8 416 17 which is
18 47 7 connected to
10 47 18 a block
21 48 11 hanging beneath it
21 49 20 of the same size
20 51 15 these are all the same size
22 52 16 and the pulleys
16 53 14 are obviously the same size
10 55 6 “<ahhh>, so”
28 56 14 the question is
14 56 23 this is
23 57 15 this is an equilibrium
15 57 25 problem
14 59 1 where is it gonna
1 59 8 where
8 60 7 where is this <ahhh>
18 62 8 where are these blocks
8 62 28 gonna be relative
28 63 15 to each other
18 63 22 when the
28 64 16 when the system becomes
16 64 26 stable

Table B.17: Transcript of Video for Subject 5 Device 4, Part 2.
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Figure B.35: The timeline graph for Subject 5 Device 4, Part 1.
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Figure B.36: The timeline graph for Subject 5 Device 4, Part 2.
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stable
when
when
to each other

gonna be relative
where are these blocks
where is this <ahhh>

en the system becomes
en the

where is it gonna
problem
this is an equilibrium

the question is

<ahhh>, so

are obviously the same size
and the pulleys

these are all the same size
of the same size

th it

connected to
which is

rope
[draws bottom block]
another

[draws middle rope]
<uhhh>

—
= has
and the center block
to the center block.
M and they're both attached
= an outside block
== cachto
mm— <ymmm>
i
—

and attached
over the pulleys
which are suspended
attached to the pull--
which are <ahhh>
which go aro--
which are attached
[draws right rope]

Speech or Sketch Event

[draws left rope]

ropes
So, we have
5o it's suspended
mmm if's the y axis

=== [draws arrowhead for gravity]
[draws downward line for gravity]
this is
And
== [draws part of top left block]
[draws part of top left block]
[draws part of top right block]
three blocks
[draws part of top right block]
to
== immediately attached
attached to
[draws part of top middle block]
which are
[draws part of top middle block]
= [draws right circle, inside circle]
[draws right circle, outside circle]
== [draws left pulley, inside circle]
[draws left pulley. outside circle]
pulleys
two

Graph of Time Gaps Between Events for Subject 5 Device 4

<ummm>
we have
in the fourth case
the fourth
Right, and the

) ) ) o ) ) IS

N o © © < N

sawel u de awil

Figure B.37: The gap graph for Subject 5 Device 4.

139



B.4.4 Subject 6

Start End
sec frame sec frame Task Name
0 14 1 17 The problem is that I can make
2 0 3 0 educated guesses
3 0 4 5 as to what you are looking for.
8 13 9 9 In this structure
12 1 12 15 ‘We’ve got
13 9 13 25 rectangle:rl:draw draws part of top left block]
14 3 14 16 rectangle:rl:draw draws part of top left block]
15 7 15 20 rectangle:r2:draw draws part of top middle block]
15 15 15 21 four
15 24 16 6 cubes
15 29 16 11 [rectangle:r2:draw draws part of top middle block]
16 25 17 28 [rectangle:r3:draw draws top right block]
17 23 18 8 three like this
18 8 19 3 equally spaced
19 7 19 15 And the
19 18 19 24 fourth
19 20 20 3 [rectangle:rd:draw draws part of bottom block]
19 26 20 4 one
20 17 21 3 [rectangle:r4:draw draws part of bottom block]
21 3 21 17 attached
21 20 22 7 to this one
21 22 22 5 [line:11:draw draws middle rope]
23 11 23 29 Then we’ve got
24 5 24 22 “[pulley:pl:draw draws left pulley, outside circle]”
24 29 25 5 two pulleys
25 7 25 23 “[pulley:p2:draw draws right pulley, outside circle]”
25 10 25 25 pulleys
25 29 26 8 “[pulley:p2:draw draws right pulley, inside circle]”
26 23 27 5 “[pulley:pl:draw draws left pulley, inside circle]”
28 11 28 16 half
28 17 28 24 way
29 8 29 11 half
29 13 30 3 way inbetween
30 3 30 24 these two pairs of
30 | 26 31 | 8 guys
31 9 31 23 line:12:draw draws left part of left rope]
32 7 32 21 line:13:draw draws right part of left rope]
32 20 33 11 supporting
33 6 33 19 [line:14:draw draws left part of right rope]
34 4 34 20 [line:15:draw draws right part of right rope]
34 15 35 6 these three
35 16 36 15 cubes like this

Table B.18: Transcript of Video for Subject 6 Device 4.
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Figure B.38: The timeline graph for Subject 6 Device 4.
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cubes like this
these three

[draws right part of right rope]
[draws left part of right rope]
supporting

[draws right part of left rope]
[draws left part of left rope]
guys

these two pairs of

way inbetween

half

way

half

[draws left pulley, inside circle]
[draws right pulley, inside circle]
pulleys

[draws right pulley, outside circle]
two pulleys

[draws left pulley, outside circle]
Then we've got

[draws middle rope]

to this one

attached

[draws part of bottom block]

Speech or Sketch Event

one
[draws part of bottom block]
fourth

And the

equally spaced

three like this

[draws top right block]

Graph of Time Gaps Between Events for Subject 6 Device 4

[draws part of top middle block]
cubes

four

[draws part of top middle block]
[draws part of top left block]
[draws part of top left block]
We've got

In this structure

as to what you are looking for.

educated guesses

The problem is that I can make

o o
o © B3

o o o o o
3 I S «

sawe. u deg awi

Figure B.39: The gap graph for Subject 6 Device 4.
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B.5 Device 5

o 0 O O O

Figure B.40: This is Device 5.
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B.5.1 Subject 2
Start End
sec frame sec | frame Task Name
7 27 8 7 Ok
8 14 9 16 “In the fifth one,”
9 16 9 28 there’s a
10 3 10 15 big
10 18 11 4 box
10 19 11 8 rectangle:rl:draw draws part of outside box]
11 23 13 27 rectangle:rl:draw draws part of outside box]
14 16 17 19 rectangle:r2:draw draws inside box]
16 18 17 9 That actually has a
17 12 17 27 thickness to it.
18 1 18 20 And it’s fixed.
18 10 18 16 “lanchor:al:draw draws anchor, top left to bottom
right]”
18 22 18 28 “lanchor:al:draw draws anchor, top right, to bottom
left]”
19 26 20 29 And we have
21 18 22 2 [circle:cl:draw draws left most ball]
22 8 22 22 a bunch of
22 11 22 23 circle:c2:draw draws second ball from left]
23 2 23 14 circle:c3:draw draws middle ball]
23 23 24 5 circle:c4:draw draws second ball from right]
23 26 24 25 circles <unitelligible>
24 13 24 27 [circle:c5:draw draws right most ball]
25 24 26 15 probably balls.
26 20 27 13 And then we have
27 16 27 26 this
28 3 30 9 [rectangle:r3:draw draws platform inside box]
29 8 29 18 <ummm>
30 22 31 5 table
31 11 32 3 that’s suspended
32 5 32 24 by springs
32 9 33 12 [spring:sl:draw draws left spring]
33 14 33 29 on the bottom.
33 28 35 1 [spring:s2:draw draws middle spring]
35 17 36 26 [spring:s3:draw draws right spring]
37 19 38 5 and
39 3 39 19 we have gravity
39 10 39 23 [gravity:g:draw draws downward line for gravity]
39 | 20 0 | 2 that pulls
40 0 40 10 [gravity:g:draw draws arrowhead for gravity]
40 3 40 19 the balls down.
41 11 41 24 That’s about it.
42 23 44 25 And the springs are equidistant
45 19 46 5 from each other.

Table B.19: Transcript of Video for Subject 2 Device 5.
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Figure B.41: The timeline graph for Subject 2 Device 5.
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from cach other.
And the springs are equidistant
That's about it.

the balls down.

[draws arrowhead for gravity]
that pulls

[draws downward line for gravity]
we have gravity

and

[draws right spring]

[draws middle spring]

on the bottom.

[draws left spring]

by springs

that's suspended

table

<ummm>

[draws platform inside box]
this.

And then we have

probably balls.

[draws right most ball]

circles <unitelligible>

[draws second ball from right]

Speech or Sketch Event

[draws middle ball]
[draws second ball from left]
abunch of

[draws left most ball]

And we have

[draws anchor, top right, to bottom left]

Graph of Time Gaps Between Events for Subject 2 Device 5

[draws anchor, top left to bottom right]
And it's fixed.

thickness to it

That actually has a

[draws inside box]

[draws part of outside box]

[draws part of outside box]

box
big
there's a
In the fifth one,
Ok

T T T T T T 1
el o w o w o w o
£ 3 « Q 2 =]

saweu u deg awil

Figure B.42: The gap graph for Subject 2 Device 5.
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B.5.2 Subject 3

Start End
sec | frame sec | frame Task Name
11 12 11 26 So now
11 29 12 8 we have a
12 9 12 26 box
12 23 13 26 rectangle:rl:draw draws part of outside box]
14 16 15 16 rectangle:rl:draw draws part of outside box]
16 28 20 19 rectangle:r2:draw draws inside box]
22 13 23 12 with five circles
23 25 24 8 [circle:cl:draw draws left most ball]
24 5 24 26 inside
25 10 25 27 on the top
26 5 26 15 circle:c2:draw draws second ball from left]
27 5 27 16 circle:c3:draw draws middle ball]
28 1 28 11 circle:c4:draw draws second ball from right]
28 25 29 5 circle:c5:draw draws right most ball]
33 2 33 16 And
34 7 34 29 Then we have
36 9 36 19 like a
36 10 36 20 [rectangle:r3:draw draws part of platform inside box]
37 12 39 25 [rectangle:r3:draw draws part of platform inside box]
37 25 39 8 divider in that box.
40 28 42 11 [rectangle:r3:draw draws part of platform inside box]
42 28 43 20 towards the bottom
43 27 44 15 which is
44 22 45 23 attached to the bottom
46 1 46 22 [spring:sl:draw draws left spring]
46 17 47 10 via three
47 15 48 6 [spring:s2:draw draws middle spring]
48 10 48 28 equally spaced
48 22 50 2 [spring:s3:draw draws right spring]
49 22 50 9 springs
51 9 51 23 And then
52 21 54 0 with gravity in this equation
52 28 53 5 [gravity:g:draw draws downward line for gravity]
53 7 53 22 [gravity:g:draw draws arrowhead for gravity]

Table B.20: Transcript of Video for Subject 3 Device 5.
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Figure B.43: The timeline graph for Subject 3 Device 5.
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[draws arrowhead for gravity]
[draws downward line for gravity]
with gravity in this equation

And then

springs

[draws right spring]

cqually spaced

[draws middle spring]

via three

[draws left spring]

attached to the bottom

which is

towards the bottom

[draws part of platform inside box]
divider in that box.

[draws part of platform inside box]
[draws part of platform inside box]
like a

Then we have

And

Speech or Sketch Event

[draws right most ball]
[draws second ball from right]
[draws middle ball]

[draws sccond ball from left]

on the top

Graph of Time Gaps Between Events for Subject 3 Device 5

inside
[draws left most ball]

with five circles

[draws inside box]

[draws part of outside box]

[draws part of outside box]

box

we have a

So now
g § 8 8 8 § & °

sawel uy de awil

Figure B.44: The gap graph for Subject 3 Device 5.
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B.5.3 Subject 4

Start End

sec | frame sec | frame Task Name

1 11 2 7 “Next, <ahhh>"

3 12 4 3 similar thing I guess

4 4 4 12 where the

4 10 6 7 [rectangle:rl:draw draws outside box]

6 5 7 0 <unitelligible> inside a box

6 25 9 24 [rectangle:r2:draw draws inside box]

11 1 11 20 And we have balls

11 20 11 24 up

11 22 12 0 [circle:cl:draw draws left most ball]

11 25 12 11 here again

13 10 13 18 circle:c2:draw draws second ball from the left]

13 27 14 5 circle:c3:draw draws middle ball]

14 14 14 23 circle:c4:draw draws second ball from the right]

15 1 15 10 circle:c5:draw draws right most ball]

16 | 17 17 | 13 “And,”

17 26 19 16 [rectangle:r3:draw draws platform inside box]

19 2 20 3 something to fall on

20 13 21 5 And that’s <ahhh>

21 14 22 4 [spring:sl:draw draws left spring]

22 27 23 28 [spring:sl:erase erases left spring]

23 14 24 5 filled with springs.

24 12 25 18 spring:sl:draw draws left spring]

26 17 27 19 spring:s2:draw draws middle spring]

28 10 29 16 spring:s3:draw draws right spring]

30 29 31 20 Gravity’s down

31 2 31 16 [gravity:g:draw draws gravity arrow]

31 22 32 7 This is fixed

31 25 31 28 “lanchor:al:draw draws anchor, top right to bottom
left]”

32 1 32 3 “lanchor:al:draw draws anchor, top left to bottom
right]”

32 13 32 26 So

33 18 33 28 <aaah>

34 11 35 5 similar to the last one where

35 5 36 18 “when it starts, the balls will ball and push the”

38 6 38 18 thing down.

Table B.21: Transcript of Video for Subject 4 Device 5.
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Speech or Sketch Event

here again

Graph of Time Gaps Between Events for Subject 4 Device 5

thing down.

when it starts, the balls will ball and push the

similar to the last one where

<aaah>

So

[draws anchor, top left to bottom right]

[draws anchor, top right to bottom left]

“This s fixed

[draws gravity arrow]

Gravity's down

[draws right spring]

[draws middle spring]

[draws left spring]

filled with springs.

[erases left spring]

[draws left spring]

And that's <ahhh>

something to fall on

[draws platform inside box]

And,

[draws right most ball]

[draws second ball from the right]

[draws middle ball]

[draws second ball from the Iefi]

[draws left most ball]

up

R And we have balls

[draws inside box]

<unitelligible> inside a box

[draws outside box]

‘where the

similar thing I guess

Next, <ahhh>

T T T t
=3 o o o
<+ @ 13 -

sawe. u deg awiy

60
50 -
04

Figure B.46: The gap graph for Subject 4 Device 5.
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B.5.4 Subject 5

Start End

sec frame sec | frame Task Name

2 21 4 12 The fifth problem we have is

4 15 5 8 we have some kind of

5 11 6 9 we have a box

5 13 5 24 [rectangle:rl:draw draws left vertical line of inside
box]

6 3 7 2 [rectangle:rl:draw draws top line of inside box]

7 2 7 20 [rectangle:rl:draw draws right vertical line of inside
box]

7 20 8 17 [rectangle:rl:draw draws bottom line of inside box]

10 26 11 18 which again has a

11 18 12 13 has a platform

12 0 13 27 [rectangle:r2:draw draws platform inside box]

14 3 15 1 supported by

14 18 15 4 [spring:sl:draw draws left spring]

15 10 16 8 three springs

16 26 17 18 [spring:s2:draw draws middle spring]

18 5 18 20 [spring:s3:draw draws right spring]

19 17 19 28 <ummm >

20 1 20 11 of equal

20 11 21 7 of equal length

22 4 22 8 <ummm >

22 8 23 7 they are equally spaced

24 8 25 10 And we have five

25 19 25 28 circle:cl:draw draws left most ball]

26 8 26 17 circle:c2:draw draws second ball from the left]

27 0 27 11 circle:c3:draw draws middle ball]

27 26 28 8 circle:c4:draw draws second ball from the right]

28 17 28 27 circle:c5:draw draws right most ball]

29 4 29 21 alls

30 5 31 0 that are going to

30 25 31 13 [gravity:g:draw draws gravity arrow]

31 5 31 19 fall

32 16 32 26 down

32 26 33 18 to this platform

34 10 35 4 <ahhh> <ahhh>

36 1 37 10 I don’t know what’s going to happen now

38 3 39 19 presumably they’re either going to bounce around

39 19 40 21 or they are going to stay where they are

40 24 41 23 depending on their elasticity.

42 20 42 27 this

42 27 43 2 this

43 4 43 26 this box

43 28 44 8 of course is

44 9 44 15 is

44 15 45 6 is fixed.

15 | 20 6 | 5 “So,”

46 16 47 5 presumably it’s

47 5 48 5 any collisions with it

48 10 49 2 <ahhh> <errr>

49 27 51 7 depending on the elasticity of the balls

51 10 52 20 it’s going to completely stop them

52 23 53 21 or make them bounce around more.

Table B.22: Transcript of Video for Subject 5 Device 5.
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Figure B.47: The timeline graph for Subject 5 Device 5.
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or make them bounce around more.
its going to completely stop them

depending on the elasticity of the balls
<ahhh> <errr>

any collisions with it

presumably it's

So,

is fixed.

is
of course is
this box
this

this

depending on their elasticity.
or they are going to stay where they are
presumably they're cither going to bounce around

I don't know what's going to happen now
<ahhh> <ahhh>
to this platform

down

fall

[draws gravity arrow]
that are going to

balls

draws right most ball]

[

[draws second ball from the right]
[draws middle ball]
[
[

draws second ball from the left]
draws left most ball]

Speech or Sketch Event

And we have five

they are equally spaced

<ummm>
of equal length
of equal

<ummm>

[draws right spring]

[draws middle spring]

Graph of Time Gaps Between Events for Subject 5 Device 5

three springs
[draws left spring]

supported by
[draws platform inside box]
has a platform

which again has a

[draws bottom line of inside box]
[draws right vertical line of inside box]
[draws top line of inside box]

[draws left vertical line of inside box]

B we have a box
B we have some kind of
The fifth problem we have is
T T T T T T
=] o =3 Q =] =3 o =] =]
o ~ © o < @ 39 -

sawel uy deg awil

Figure B.48: The gap graph for Subject 5 Device 5.
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B.6 Device 6

Figure B.49: This is Device 6.
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B.6.1 Subject 2
Start End

sec frame sec frame Task Name

0 15 1 9 S0

2 2 2 28 “In the sixth case,”

2 28 3 27 we have a bunch of balls

3 29 4 19 falling down

5 8 6 6 a couple of slopes

6 26 7 2 polygon:pl:draw draws part of top ramp

7 10 8 6 polygon:pl:draw draws part of top ramp

8 22 10 9 polygon:pl:draw draws part of top ramp

10 22 11 1 “[anchor:al:draw draws top ramp anchor, top left to
bottom right]”

11 5 11 9 “[anchor:al:draw draws top ramp anchor, top right
to bottom left]”

11 11 12 28 The slopes are fixed in position.

12 6 12 11 [polygon:p2:draw draws part of middle ramp]

12 18 15 6 [polygon:p2:draw draws part of middle ramp]

15 19 15 24 “lanchor:a2:draw draws middle ramp anchor, top left
to bottom right]”

15 27 16 2 “lanchor:a2:draw draws middle ramp anchor, top
right to bottom left]”

17 0 17 7 [polygon:p3:draw draws part of bottom ramp]

17 14 20 13 [polygon:p3:draw draws part of bottom ramp]

18 0 18 9 slope

20 26 21 1 “lanchor:a3:draw draws bottom ramp anchor, top
left to bottom right]”

21 4 22 20 “And then at the end, they fall into”

21 5 21 10 “[anchor:a3:draw draws bottom ramp anchor, top
right to bottom left]”

22 20 22 26 a bucket

23 0 23 16 of some sort.

23 20 26 12 [polygon:p4:draw draws bucket]

26 21 26 25 “[anchor:ad:draw draws bucket anchor, top left to
bottom right]”

26 27 27 27 The bucket is also fixed.

27 0 27 4 “[anchor:ad:draw draws bucket anchor, top right to
bottom left]”

28 10 29 7 And you start off with

29 20 30 3 circle:cl:draw draws top ball on top ramp]

30 11 30 23 circle:c2:draw draws middle ball on top ramp]

30 29 31 11 circle:c3:draw draws bottom ball on top ramp]

31 3 32 0 three balls at the top.

32 20 34 2 And another ball here.

33 10 33 24 [circle:c4:draw draws ball on middle ramp]

34 20 35 2 and a ball

35 4 35 20 suspended

35 11 35 24 [pendulum:d1:draw draws string of top pendulum]

35 27 36 7 here

35 28 36 10 [pendulum:dl:draw draws ball of top pendulum]

37 3 37 18 <uhhh>

Table B.23: Transcript

of Video for Subject 2 Device 6, Part 1.
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Start End

sec frame sec frame Task Name

38 3 38 18 three balls

38 21 39 15 suspended over here

38 25 39 6 [pendulum:d2:draw draws string of left bottom pen-
dulum]

39 7 39 22 [pendulum:d2:draw draws ball of left bottom pendu-
lum]

40 3 40 14 [pendulum:d3:draw draws string of middle bottom
pendulum]

40 18 41 3 [pendulum:d3:draw draws ball of middle bottom
pendulum]

41 16 41 28 [pendulum:d4:draw draws string of right bottom
pendulum]

42 2 42 16 [pendulum:d4:draw draws ball of right bottom pen-
dulum]

43 22 44 1 <hmmm>

44 14 45 8 And we have gravity

45 9 45 18 [gravity:g:draw draws downward line for gravity]

45 14 46 6 pulling the balls down.

45 25 46 4 [gravity:g:draw draws arrowhead for gravity]

49 23 50 1 <hmmm>

50 6 51 25 I’m puzzled as to how to indicate that

54 10 55 4 equal size of

55 10 56 14 the suspended balls

57 3 58 4 and that it is not the same as

58 4 59 1 the falling balls

Table B.24: Transcript of Video for Subject 2 Device 6, Part 2.
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the falling balls
and that it is not the same as.

the suspended balls

equal size of

I'm puzzled as to how to indicate that

<hmmm>

[draws arrowhead for gravity]

pulling the balls down.

[draws downward line for gravity

And we have gravity

<hmmm>

[draws ball of right bottom pendulum]

[draws string of right bottom pendulum]

[draws ball of middle bottom pendulum]

[draws string of middle bottom pendulum]
[draws ball of left bottom pendulum]

[draws string of left bottom pendulum]
suspended over here

three balls

<uhhh>

[draws ball of top pendulum]

here

[draws string of top pendulum]

suspended

and a ball

[draws ball on middle ramp]

And another ball here.

three balls at the top.

[draws bottom ball on top ramp]

[draws middle ball on top ramp]

[draws top ball on top ramp]

And you start off with

[draws bucket anchor, top right to bottom left]
The bucket is also fixed.

[draws bucket anchor, top left to bottom right]
[draws bucket]

of some sort.

abucket

[draws bottom ramp anchor, top right to bottom left]
And then at the end, they fall into

[draws bottom ramp anchor, top left to bottom right]
slope

[draws part of bottom ramp]

[draws part of bottom ramp]

[draws middle ramp anchor, top right to bottom left]
[draws middle ramp anchor, top left to bottom right]
[draws part of middle ramp]

[draws part of middle ramp]

‘The slopes are fixed in position.

[draws top ramp anchor, top right to bottom left]
[draws top ramp anchor, top left to bottom right]
[draws part of top ramp]

[draws part of top ramp]

[draws part of top ramp]

a couple of slopes

falling down

we have a bunch of balls

In the sixth case,

Speech or Sketch Event

Graph of Time Gaps Between Events for Subject 2 Device 6

50
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Figure B.51: The gap graph for Subject 2 Device 6.
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B.6.2 Subject 3

Start End
sec frame sec frame Task Name
5 26 6 23 This is the last one.
6 23 7 21 <unintelligible>
9 3 10 9 ‘We have this weird
11 24 13 17 [polygon:pl:draw draws part of top ramp]
15 5 17 3 like a sideways L-shaped ramp.
15 19 16 7 polygon:pl:draw draws part of top ramp
16 14 17 6 polygon:pl:draw draws part of top ramp
17 7 17 16 polygon:pl:draw draws part of top ramp
19 11 19 18 with
20 18 21 0 [circle:cl:draw draws top ball on top ramp]
22 2 22 26 three balls
22 29 23 11 [circle:c2:draw draws middle ball on top ramp]
25 12 25 29 [circle:c3:draw draws bottom ball on top ramp]
31 0 31 18 And then
33 9 33 27 there’s another one
34 2 34 25 [polygon:p2:draw draws part of middle ramp]
35 23 36 26 [polygon:p2:draw draws part of middle ramp]
37 6 37 24 over here
38 9 38 19 polygon:p2:draw draws part of middle ramp
38 20 39 19 polygon:p2:draw draws part of middle ramp
40 7 41 0 polygon:p2:draw draws part of middle ramp
43 1 43 22 there’s another ball
43 20 44 4 [circle:c4:draw draws ball on middle ramp]
44 12 44 21 there.
48 1 49 18 [pendulum:dl:draw draws string of top pendulum]
49 28 50 21 ‘We also have a
50 23 52 11 ball suspended by a string.
51 17 52 6 [pendulum:d1:draw draws ball of top pendulum]
53 12 53 27 right there.
57 18 58 1 [polygon:p3:draw draws part of bottom ramp]
58 7 58 22 “Then,”
59 27 61 5 at the end of the second ramp
61 10 61 26 we have
63 8 63 29 another ramp
64 25 65 12 [polygon:p3:draw draws part of bottom ramp]
67 16 68 13 shaped like and L
69 2 69 17 polygon:p3:draw draws part of bottom ramp
70 0 70 17 polygon:p3:draw draws part of bottom ramp
70 25 71 11 polygon:p3:draw draws part of bottom ramp
72 2 73 1 polygon:p3:draw draws part of bottom ramp
76 5 76 28 polygon:p3:erase erases part of bottom ramp
7 25 78 22 polygon:p3:draw draws part of bottom ramp
79 4 79 15 polygon:p3:draw draws part of bottom ramp
80 24 81 10 “And then,”
81 24 82 17 we also have like a
83 16 84 6 [polygon:p4:draw draws part of bucket]
84 7 86 2 another divider that acts like a basin
84 18 85 3 [polygon:p4:draw draws part of bucket]
85 9 86 16 [polygon:p4:draw draws part of bucket]
86 21 87 2 a basket.
87 7 89 11 [polygon:p4:draw draws part of bucket]

Table B.25: Transcript

of Video for Subject 3 Device 6, Part 1.
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Start End

sec frame sec | frame Task Name

91 5 92 13 polygon:p4:erase erases part of bucket]

92 22 93 17 polygon:p4:draw draws part of bucket]

95 11 95 24 polygon:p4:erase erases part of bucket]

96 16 97 22 polygon:p4:draw draws part of bucket]

98 9 99 1 polygon:p4:erase erases part of bucket]

100 16 101 2 “And,”

101 10 101 21 we have

101 | 13 101 | 28 [pendulum:d2:draw draws string of left bottom
pendulum]

101 | 24 103 | 21 three more balls suspended by ropes.

103 | 7 103 | 18 [pendulum:d2:draw draws string of left bottom
pendulum]

103 | 20 104 | 5 [pendulum:d2:draw draws ball of left bottom
pendulum]

104 | 28 105 | 22 [pendulum:d3:draw draws string of middle bottom
pendulum]

105 | 24 106 | 15 [pendulum:d3:draw draws ball of middle bottom
penulum)]

107 | 12 108 | 7 [pendulum:d4:draw draws string of right bottom
pendulum]

108 | 9 109 | 1 [pendulum:d4:draw draws ball of right bottom
pendulum]

112 12 112 | 23 “And then,”

112 | 12 114 | 10 [gravity:g:draw draws gravity arrow]

113 | 9 114 | 7 the force of gravity

114 14 115 | 3 is here.

116 | 5 117 | 11 “All of the balls start falling,”

117 | 11 118 | 9 “roll down the ramps, 'n”

119 | 2 120 | 8 put the balls on the strings in motion.

Table B.26: Transcript of Video for Subject 3 Device 6, Part 2.
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Figure B.52: The timeline graph for Subject 3 Device 6, Part 1.
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Figure B.53: The timeline graph for Subject 3 Device 6, Part 2.
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put the balls on the strings in motion.
roll down the ramps, 'n

All of the balls start falling,

is here.

the force of gravity

[draws gravity arrow]

And then,

draws ball of right bottom pendulum]
draws string of right bottom pendulum]
draws ball of middle bottom penulum]
draws string of middle bottom pendulum]
draws ball of left bottom pendulum]
draws string of left bottom pendulum]
three more balls suspended by ropes.
[draws string of left bottom pendulum]
we have

And,

crases part of bucket]

draws part of bucket

e
draws part of bucket]
erases part of bucket]
draws part of bucket]

a basket.

[draws part of bucket]

[draws part of bucket]

another divider that acts like a basin
[draws part of bucket]

we also have like a

And then,

draws part of bottom ramp]

draws part of bottom ramp]

erases part of bottom ramp]

draws part of bottom ramp]

draws part of bottom ramp]

draws part of bottom ramp]

draws part of bottom ramp]

shaped like and L

[draws part of bottom ramp]
another ramy

we have

at the end of the second ramp

Then,

Speech or Sketch Event

[draws part of bottom ramp]
right there.

[draws ball of top pendulum]
ball suspended by a string.

We also have a

[draws string of top pendulum]
there.

[draws ball on middle ramp]
there's another ball

[draws part of middle ramp]
[draws part of middle ramp]
[draws part of middle ramp]
over here

[draws part of middle ramp]
[draws part of middle ramp]
there's another one

And then

[draws bottom ball on top ramp]
[draws middle ball on top ramp]
three balls

[draws top ball on top ramp]
with

[draws part of top ramp]

[draws part of top ramp]

[draws part of top ramp]

like a sideways L-shaped ramp.
[draws part of top ramp]

‘We have this weird
<unintelligible>

This is the last one.

Graph of Time Gaps Between Events for Subject 3 Device 6
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Figure B.54: The gap graph for Subject 3 Device 6.
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B.6.3 Subject 4

Start End

sec frame sec frame Task Name

0 12 1 21 And lastly <aaah>

2 27 3 23 more complicated ramps.

4 4 4 14 polygon:pl:draw draws part of top ramp]

6 0 7 26 polygon:pl:draw draws part of top ramp]

8 26 10 8 polygon:pl:erase erases part of top ramp]

9 8 9 14 It’s not that steep.

10 27 11 9 polygon:pl:draw draws part of top ramp]

11 20 12 18 polygon:pl:erase erases part of top ramp

13 6 14 1 polygon:pl:draw draws part of top ramp

15 4 15 15 polygon:pl:draw draws part of top ramp

17 3 20 12 polygon:p2:draw draws middle ramp]

22 13 25 1 polygon:p3:draw draws bottom ramp]

27 29 31 25 polygon:p4:draw draws bucket]

33 0 33 11 anchor:al:draw anchors bucket]

33 6 34 1 These are all fixed.

33 23 34 2 anchor:a2:draw anchors bottom ramp]

35 20 36 1 anchor:a3:draw anchors middle ramp)]

36 27 37 9 anchor:ad:draw anchors top ramp)]

39 13 39 24 pendulum:dl:draw draws string of top pendulum]

40 29 41 11 pendulum:dl:draw draws ball of top pendulum]

41 23 42 17 Ball hanging there

44 15 44 22 [pendulum:d2:draw draws string of left bottom pen-
dulum]

45 0 45 6 [pendulum:d3:draw draws string of middle bottom
pendulum]

45 15 45 21 [pendulum:d4:draw draws string of right bottom
pendulum]

45 27 47 9 And <ahhh>

47 11 47 23 [pendulum:d2:draw draws ball of left bottom pendu-
lum]

48 11 48 24 [pendulum:d3:draw draws ball of middle bottom
pendulum]

49 4 49 16 [pendulum:d4:draw draws ball of right bottom pen-
dulum]

49 25 49 29 [pendulum:d4:draw draws string of right bottom
pendulum]

50 10 50 15 [pendulum:d3:draw draws string of middle bottom
pendulum]

50 21 51 13 three hanging here.

50 26 51 0 [pendulum:d2:draw draws string of left bottom pen-
dulum]

52 15 52 26 “So,”

53 20 54 9 [gravity:g:draw draws gravity arrow]

53 28 54 17 gravity down.

56 24 57 6 [circle:cl:draw draws ball on middle ramp]

57 2 57 27 Ball starts here.

59 0 59 10 [circle:c2:draw draws top ball on top ramp]

59 9 60 7 Three start up here.

59 20 59 28 [circle:c3:draw draws middle ball on top ramp]

Table B.27: Transcript

of Video for Subject 4 Device 6, Part 1.
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Start End
sec frame sec | frame Task Name
60 11 60 21 [circle:c4:draw draws bottom ball on top ramp]
61 16 63 17 “So when it runs, these—these balls will start falling”
64 7 65 29 they’ll all hit this once they go down
65 29 67 21 and hit these three and they’ll all collect here

Table B.28: Transcript

of Video for Subject 4 Device 6, Part 2.
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Figure B.55: The timeline graph for Subject 4 Device 6.
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and hit these three and they'll all collect here
they'll all hit this once they go down

So when it runs, these-- these balls will start falling
[draws bottom ball on top ramp]

[draws middle ball on top ramp]

Three start up here.

[draws top ball on top ramp]

Ball starts here.

[draws ball on middle ramp]

gravity down.

[draws gravity arrow]

So,

[draws string of left bottom pendulum]

[ [LIL

three hanging here.

[draws string of middle bottom pendulum]
[draws string of right bottom pendulum]
[draws ball of right bottom pendulum]
[draws ball of middle bottom pendulum]
[draws ball of left bottom pendulum]

And <ahhh>

[draws string of right bottom pendulum]
[draws string of middle bottom pendulum]
[draws string of left bottom pendulum]
Ball hanging there

draws ball of top pendulum]

Speech or Sketch Event

draws string of top pendulum]

[

[

[anchors top ramp]
[anchors middle ramp)
[anchors bottom ramp]
These are all fixed.

anchors bucket]

draws bucket]

Graph of Time Gaps Between Events for Subject 4 Device 6

draws bottom ramp]
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draws part of top ramp]

erases part of top ramp]

[
[
[
[
[
[
[
[

ll

draws part of top ramp]

It's not that steep.

[erases part of top ramp]

[draws part of top ramp]
[draws part of top ramp]

more complicated ramps.

1

And lastly <aaah>
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Figure B.56: The gap graph for Subject 4 Device 6.
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Appendix C

Watch Rules

This Appendix contains all the rules that are used in the WATCH
system.

C.1 functions.clp
;33 defining functions

;5; a function that computes if region 1 (rlstart to rlend) is
;33 contained in region 2 (r2start to r2end). This does not
;35 test if region 2 is contained in region 1. It checks that
;33 rlstart <= rlend and r2start <= r2end
(deffunction contains (?rlstart ?rlend ?r2start ?r2end) (
if (and (<= ?ristart ?rlend)
(<= ?r2start ?r2end)
(< 7?ristart ?r2end)
(>= 7ristart ?r2start)
(> ?rlend ?r2start)
(<= ?rlend ?r2end))
then TRUE
else FALSE)

;5; a function that computes if region 1 (ristart to rlend) has
;33 and end that is in region 2 (r2start to r2end). This does not
;35 test if region 2 has an end in region 1. It checks that
;33 rlstart <= rlend and r2start <= r2end
(deffunction simple-overlap (7rilstart ?rlend ?r2start ?r2end) (
if (and (<= ?rlend ?r2end)
(> 7?rlend “?r2start)
(< 7?ristart ?r2start)
(<= ?rilstart ?rlend)
(<= ?r2start ?r2end))
then TRUE
else FALSE)
)

;33 a function that computes if region 1 (ristart to rlend) touches
;33 region 2 (r2start to r2end) - meaning that the start of one region
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;33 is the end of the other. It checks that rilstart <= rlend and
;33 r2start <= r2end
(deffunction touches (?rilstart ?rlend ?r2start ?r2end) (
if (and (<= ?ristart ?rlend)
(<= ?7r2start ?r2end)
(or (= ?rlend ?r2start)
= ?r2end ?rilstart)))
then TRUE
else FALSE)
)

;33 a function that computes if two regions overlap. This function
;33 does not consider 2 regions that just "touch" to be overlapping.
(deffunction overlap (7rilstart ?rlend ?r2start ?r2end) (
if (or (contains ?rlstart ?rlend ?r2start ?7r2end)
(contains 7r2start 7r2end 7rlstart 7rlend)
(simple-overlap ?ristart ?rlend ?r2start ?r2end)
(simple-overlap ?r2start ?r2end ?rilstart ?rlend))
then TRUE
else FALSE)
)

;33 a function that computes if two regions overlap including just
;35 "touching"
(deffunction anyOverlap (7ristart ?rlend ?r2start 7r2end) (

if (or (overlap ?ristart 7rlend 7r2start ?r2end)

(touches ?rlstart ?rlend ?r2start ?r2end))

then TRUE

else FALSE)
)

;33 this function returns the first multifield from the input multifield
;33 the first item in the multifield indicates the length of the first
;3 multifield.
(deffunction get-first-multifield ($?m)

(bind ?length-first (nth$ 1 $?m))

; (bind $7?first (subseq$ $7m 2 (+ 1 7length-first)))

(return (subseq$ $7m 2 (+ 1 7length-first)))

; (return $7first)

)

;33 this function returns the second multifield from the input multifield
;35 the first item in the multifield indicates the length of the first
;3 multifield.
(deffunction get-second-multifield ($7?m)
(bind ?length-first (nth$ 1 $?m))
(bind $7second (subseq$ $7m (+ 2 ?length-first) (length$ $7m)))
(return $7?second)

)

;33 a function that computes if 2 multifields contain consequtive ids
(deffunction consecutive-ids ($7i)
(bind $7i1 (get—first-multifield $7i))
(bind $7i2 (get-second-multifield $7i))
(foreach ?x $7il
; for each id in il see if it matches an id one larger or one
; smaller in i2. Not that not eq FALSE is not the same as TRUE
; because member returns an integer or FALSE

(if (or (not (eq FALSE (member$ (+ ?x 1) $7i2)))

(not (eq FALSE (member$ (- ?x 1) $7i2))))
then (return TRUE)))
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(return FALSE)

;3; a function that determines if a sketch unit is the first one since
;33 the most recent break. If it is returns true otherwise false
(deffunction first-sketch-unit-since-break (?start-of-sketch-unit $7i)
(bind $7breaks (get-first-multifield $7i))
(bind $7sketch-units (get-second-multifield $7i))

(bind ?closest-break 0)

; for each break see if it is the latest break that is still before
; the start-of-sketch-unit
(bind ?list-length (length$ $7breaks))
(bind ?n 1)
(while (< ?n ?list-length) do

(bind ?num (nth$ ?n $?breaks))

(bind ?t (nth$ (+ 7n 1) $7breaks))

(if (and (<= ?num 7start-of-sketch-unit)

(> 7num ?closest-break))
then (bind ?closest-break ?num))
(bind ?n (+ 2 7n))

; see if there is a sketch unit between closest-break and start-of-sketch-unit
; if there is return false
(foreach ?y $?sketch-units
(if (and (< ?y ?start-of-sketch-unit)
(>= 7y ?closest-break))
then
(return FALSE)

; otherwise no sketch-units since the last break
(return TRUE)

;3 returns the next sketch-unit after current or O if there isn’t one
(deffunction next-sketch-unit (?current $?sketch-units)
(bind ?next 0)
(foreach ?x $?sketch-units
; for each sketch unit see if is is after the current sketch-unit
; but before the current next sketch unit
(if (> ?x ?current)
then
(if (or (= 7next 0) (< ?x ?7next))
then (bind ?next ?x))
)
)

(return 7next)

C.2 template.clp

;33 defining templates
(deftemplate sketch
"This template is for items that were sketched"
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(slot text) ; Text from Excel
(slot objType) ; i.e. Rectangle

(slot objID) ; an identifying string
(slot startTime) ; start time

(slot endTime) ; end time

(slot actionType) ; drawing or erasing

(slot idNum) ; # indicating sketch order

)

(deftemplate speech
"This template is for items that were spoken"

(slot text) ; Text from Excel

(slot startTime) ; start time

(slot endTime) ; end time

(slot idNum) ; # indicating speech order

)

(deftemplate sketch-group
"This template is for a group of sketched components that are
part of the same object"

(slot startTime) ; start time

(slot endTime) ; end time

(slot objType) ; i.e. Rectangle

(slot objID) ; an identifying string

(slot groupID) ; This is to easily identify a group
(multislot idNums) ; idNum of component sketches

C.3 gap_rules.clp

;33 Define what a long-gap is
(bind ?*long-gap* 25)

;33 Define what a and-gap is
(bind ?*and-gap* 7)

;33 defining rules

;33 this rule says you can’t have a gap within a sketch event
(defrule sketch-time

(sketch (startTime ?x) (endTime 7y))

=>

(assert (no-gap ?x ?y))

)

;33 this rule says you can’t have a gap within a speech event
(defrule speech-time

(speech (startTime ?x) (endTime ?y))

=

(assert (no-gap ?x ?y))

)

;33 This rule says you can’t have a gap where speech and sketching events overlap
(defrule sketch-speech-overlap

(sketch (startTime 7a) (endTime ?b))

(speech (startTime ?c) (endTime 7d))

(test (eq (overlap ?a ?b ?c 7d) TRUE))

=>

(assert (no-gap (min 7a 7c) (max ?b 7d)))

173



;33 This rule combines existing overlapping no-gap facts into one fact
(defrule combine-no-gap

?gl <- (no-gap ?a 7b)

?g2 <- (no-gap ?c 7d)

(test (eq (anyOverlap 7a ?b 7c ?d) TRUE))

(test (neq 7gl 7g2))

=>

(retract ?gl)

(retract ?g2)

(assert (no-gap (min 7a 7c) (max ?b 7d)))

)

;33 This rule adds a no-gap between pieces of the same sketched item
(defrule same-object
7ol <- (sketch (objType 7a) (objID 7b) (idNum ?c) (startTime ?sl)
(endTime 7el))
702 <- (sketch (objType ?a) (objID ?b) (idNum ?d) (startTime ?s2)
(endTime 7e2))
(test (neq 7ol 702))
(test (< ?c ?d)) ;;insures rule runs once, not twice
=>
(assert (no-gap (min 7sl1 7s2) (max Zel %e2))))

;33 Rules for adding gaps

;33 need to indicate start of timeline so add a no-gap there
(assert (no-gap 0 0))

;33 this rule adds lots of gaps
(defrule gap
(no-gap 7a 7b)
(no-gap 7c&: (> ?c 7a) ?d)
(not (no-gap 7ek:(and (> ?e 7a) (< e 7c)) 7f))
=>
(assert (gap ?b ?c))
)

;33 occasionally bad gaps maybe added because of no-gaps that are added.
;33 This rule fixes this problem by taking out incorrect gaps
(defrule remove-gap

?r <- (gap 7a 7b)

(no-gap 7c 7d)

(test (eq (overlap ?a 7b ?c 7d) TRUE))

=>

(retract 7r)

)

;33 This rule asserts that there is a long-pause when
;35 a gap is larger than 7*long-gap*
(defrule long-pause

(gap ?start Zend)

(test (< ?xlong-gap* (- Zend ?start)))

=>

(assert (long-pause ?start ?end))

)

;33 Sometimes a long-pause may get asserted but later a supporting gap
;33 may be removed. Fix this by checking the long-pause to make sure
;33 that if there is no gap there it is removed.
(defrule remove-long-pause

?r <- (long-pause ?a ?b)

(not (gap ?a ?b))
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=>
(retract 7r)

;33 We shouldn’t really look at the long pauses that occur prior to
;3 ; erasures. So take those out.
(defrule remove-erase-pause

?r <- (long-pause 7start 7end)

(sketch (startTime ?end) (actionType erase))

=>

(retract 7r)

C.4 text_rules.clp
;33 defining global variables

;33 The list of words to look for

(bind $?*key-words* (create$ "then" "so" "we have" "there is" "there
are” "next" "we’ve" "possibly" "ok" "it’s" "it is" "with" "there’s"
"which" "plus" "i’11" "i will" "let’s" "let us" "that’s" "that is"
"this is" "these are"))

;33 "and" words which right now is just "and"
(bind $?*and-words* (create$ "and"))

;33 "the" words which right now is just '"the"
(bind $7*the-words* (create$ '"the"))

533 mumbled words
(bind $?*mumbled-words* (create$ "<ahhh>" "<ummm>" "<uhhh>" "<ahhh>" "<hmmm>"))

;33 This rule adds statements for speech text containing and-words
(defrule speech-and-words
(speech (startTime ?a) (endTime 7e) (text 7b))
(test (> (num-contains-strings 7b $7*and-wordsx) 0))
=
(assert (and-words-at 7a 7e num (num-contains-strings 7b $7*and-wordsx)))

;3 This rule adds statements for speech text containing key-words
(defrule speech-key-words
(speech (startTime ?a) (endTime 7e) (text 7b))
(test (> (num-contains-strings 7b $7*key-words* ) 0))
=
(assert (key-words-at ?a 7e num (num-contains-strings ?b $?*key-words*)))

;33 This rule adds statements for speech text containing a the
;33 at the beginning of the speech
(defrule speech-the-words

(speech (startTime ?a) (endTime 7e) (text 7?b))

(test (> (start-of-string ?b $7*the-words*) 0))

=>

(assert (the-words-at ?a ?e))

;35 This rule adds statements for speech text containg mumbled words
(defrule mumbled-words
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(speech (startTime ?start) (endTime 7end) (text ?t))
(test (> (end-of-string 7t $7*mumbled-words*) 0))

=>

(assert (mumbled-words-at-end ?start Zend))

)

;33 If and is surrounded by gaps on both sides there is likely a break
(defrule and-with-gaps
(and-words-at 7gapl-end ?e num 7num)
(speech (startTime ?gapl-end) (endTime ?gap2-start))
(gap ?gapl-start 7gapl-end)
(gap ?gap2-start ?gap2-end)
(test (< ?*and-gap* (- ?gapl-end ?gapl-start)))
(test (< ?*and-gap* (- ?gap2-end ?gap2-start)))
=>
(assert (and-gaps 7gapl-end 7e))
)

;33 Rule for linking mumbled words to the next speech utterance
(defrule link-mumbled-words
(mumbled-words-at-end ?start-1 7e)
(speech (startTime ?start-1) (endTime 7end-1) (idNum ?id))
(speech (startTime ?start-2) (endTime 7end-2) (idNum =(+ 1 ?id)))
=>
(assert (linked-by-mumbles ?start-1 7end-2))
)

;33 Rule for indicating the number of words in one speech
;33 utterance that also occur in the following speech utterance
(defrule repeat-words

(speech (text 7tl1) (startTime ?s) (idNum ?i))

(speech (text 7t2) (endTime Ze) (idNum =(+ ?i 1)))

; test the number of overlap in words from the first speech to the
; second and fire the rule if there is an overlap

(test (> (num-words-overlap ?tl ?t2) 0))

=>

(assert (repeat-words ?s 7e num (num-words-overlap ?tl 7t2) ))

C.5 group_rules.clp

;33 We need to have a counter that keeps track of group IDs to uniquely
;33 identify the groups
(bind 7xgroup_id* 1) ;initialize the group id counter

;33 This rule creates a group for a sketched item that does not already
;33 have a group
(defrule create-sketch-group
(sketch (startTime ?s) (endTime 7e) (objType 7t) (objID 7o) (idNum ?i))
; this first line finds a sketch event
(not (sketch-group (objType 7t) (objID %0)))
; this line tests to make sure there is not an existing group that
; this event should belong in.
=>
; the following line creates the new group
(assert (sketch-group (groupID 7*group_id*) (startTime ?s) (endTime ?e)
(objType ?t) (objID 7o) (idNums (create$ ?i))))
;the following line increments the groupID counter
(bind ?*group_id* (+ 7*group_idx 1))
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;33 This rule adds additional parts of a sketched item to its group
(defrule add-to-sketch-group
; the following line finds a sketch event
(sketch (startTime ?s) (endTime 7e) (objType 7t) (objID 7o) (idNum ?i))
; this line finds a group that matches the sketch event
; note that a match has the same objType and objID
?g <- (sketch-group (startTime 7g-s) (endTime ?g-e) (objType ?t) (objID Zo)
(idNums $7n))
; the next line tests to see if the sketch event is already a member
; of this group so that it can’t be added twice
(test (eq FALSE (member$ 7i $7n)))
=>
; This line modifies the existing group to update the start and end
; times as well as add the new idNum of the new sketch event to the
; idNums multislot
(modify ?g (startTime (min ?s ?g-s)) (endTime (max ?e ?g-e))
(idNums (union$ $?n (create$ 7i))))

;3 rule for linking similar shapes drawn in sequence
(defrule time-and-shape-similar-objects
; Find two sketch-group of the same type
(sketch-group (groupID ?gl) (startTime ?s1) (endTime ?el) (objType ?t)
(idNums $7i1))
(sketch-group (groupID ?g2) (startTime ?s2) (endTime ?e2) (objType ?t)
(idNums $7i2))

; check to make sure that the two sketch groups are not the same group
; by using less than, we also ensure that this rule will only run once
; not twice

(test (< ?gl ?g2))

; see if the two sketch-groups contain consecutive ids
; if they do this means that the sketches occured near each other
(test (eq TRUE (consecutive-ids (create$ (length$ $7i1) $?7i1 $7i2))))

=>
(assert (time-and-shape-similar (min ?sl ?s2) (max 7el 7e2)))

;3 rule for taking out out-of-date time-and-shape-similar shapes
;; based on start times
(defrule remove-time-and-shape-similar-objects-1
; find the time-and-shape assertion
?tss <- (time-and-shape-similar 7start Zend)
; if there is not a sketch-group that has the same start time
(not (sketch-group (startTime 7start)))
=>
;; then retract the assertion
(retract ?tss)

;3 rule for taking out out-of-date time-and-shape-similar shapes
;; based on end times
(defrule remove-time-and-shape-similar-objects-2
; find the time-and-shape assertion
?tss <- (time-and-shape-similar 7start 7end)
; if there is not a sketch-group that has the same end time
(not (sketch-group (endTime Zend)))
=>
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;; then retract the assertion
(retract ?tss)

;33 we need to set up a tolerance on the overlap of
;33 sketching groups and speech. This is a leeway

;33 such that they can overlap a little bit and still
;33 be considered a strong-group-link

(bind ?*strong-group-link-tolerance* 5)

(defrule strong-group-link
; this rule adds an assertion if the time-and-shape-similar-objects
; occur with no overlapping speech (within the
; 7#strong-group-tolerance* limit)
(time-and-shape-similar ?start 7end)

; for a given time-and-shape-similar assertion there should not be
; a speech event that overlaps with it
(not (speech (startTime 7s)
(endTime 7e&: (overlap 7start
7end
(+ ?s ?7xstrong-group-link-tolerancex)
(- ?e ?7xstrong-group-link-tolerancex) ))
)
=>
(assert (strong-group-link ?start ?end))

C.6 sketch_unit_rules.clp

(bind $?*sketch-units* (create$))

;3 This time should be the START time of the sketch unit!
(deffunction insert-sketch-unit (?time)
(bind $7xsketch-units* (insert$ $?*sketch-unitsx*
(+ 1 (length$ $7xsketch-units*)) ?time))
(bind ?next (next-sketch-unit 7time $7*sketch-unitsx))
(if
(eq FALSE (first-sketch-unit-since-break ?next
(create$ (length$ $7xbreaksx)
$7xbreaks* $7xsketch-unitsx)))
then
(assert (break-if-gap 7next))
)
)

(defrule add-break-if-gap

?bg <- (break-if-gap 7time)

(gap ?st ?time)

=>

(retract ?bg)

(insert-break sketchUnit ?time)

(assert (break sketchUnit ?time))
)

;3 get rid of the bad break-if-gap assertions
(defrule remove-break-if-gap
?bg <- (break-if-gap 7time)
(no-gap ?s 7ek:(and (<= 7time 7e) (>= 7time 7s)))
=>
(retract ?bg)
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;3 This time should be the START time of the sketch unit!
(deffunction delete-sketch-unit (?time)
(bind $7xsketch-units* (delete$ $?*sketch-unitsx*
(member$ 7time $7?*sketch-units*) (member$ 7time $7*sketch-unitsx)))

)

;33 a sketch unit is an overlap between a sketch group and a no-gap
(defrule create-sketch-unit

(sketch-group (groupID ?gl) (startTime ?s1) (endTime ?el) (objType ?t)

(idNums $7i1))

(no-gap 7gs ?ge)

(test (eq (overlap ?sl ?el ?gs ?ge) TRUE))

=>

(insert-sketch-unit (min ?s1 7gs))

(assert (sketch-unit (min ?s1 ?gs) (max ?el ?ge)))

)

;3 remove erroneous sketch units
(defrule remove-sketch-unit-1
?u <- (sketch-unit ?start ?end)
(not (no-gap ?gs ?ge&:(contains ?gs ?ge ?start ?end)))
=>
(delete-sketch-unit ?start)
(retract ?7u)

)

(defrule remove-sketch-unit-2

7u <- (sketch-unit ?start ?end)

(not (sketch-group (groupID 7gl)
(startTime ?s1)
(endTime 7el&:(contains ?sl 7el ?start Zend))
(objType 7t)
(idNums $7i1)))

=>

(delete-sketch-unit ?start)

(retract 7u)

C.7 break_rules.clp

;33 Define what a sig-gap is
(bind ?*sig-gap* 5)

(bind $7?*breaks* (create$))

(deffunction contains-break (7type ?time)
;; this function returns true if the type and time of the break are in the
;; break list and false if they are not

(bind ?list-length (length$ $?xbreaks#))
(bind ?n 1)
(while (< ?n ?list-length) do

(bind 7num (nth$ ?n $7*breaksx))

(bind ?t (nth$ (+ 7n 1) $7xbreaksx))

(if (numberp ?num)
then
(if (and (eq 7num ?time)
(eq 7t ?type))
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then
(return TRUE)
)
(bind ?n (+ 2 7n))
)
(return FALSE)
)

(deffunction remove-break-from-list (?time 7type $?brks)
(bind $7ret-brks (create$ $?brks))
(bind ?list-length (length$ $7ret-brks))
(bind ?n 1)
(while (< ?n ?list-length) do
(bind ?num (nth$ ?n $?ret-brks))
(bind ?t (nth$ (+ ?n 1) $?ret-brks))

(if (numberp ?num)
then
(if (and (eq 7num ?time)
(eq 7t ?type))
then
(bind $?ret-brks (delete$ $?ret-brks ?n (+ 1 ?n)))
;3 now 2 fewer elements in the list
(bind ?list-length (- ?list-length 2))
else
;3 only increment the counter if we haven’t just deleted
(bind ?n (+ 2 7n))
))
)
(return $7ret-brks)

)

(deffunction insert-break (?type ?7time)
(if (eq FALSE (contains-break ?type ?time))
then
(bind $?xbreaks* (insert$ $?xbreaks* (+ 1 (length$ $7*breaksx)) ?time))
(bind $?xbreaks* (insert$ $?xbreaks* (+ 1 (length$ $7*breaksx)) Ztype))
)
)

(deffunction delete-break (?type ?7time)
(bind ?list-length (length$ $?xbreaks#))
(bind ?n 1)
(while (< ?n ?list-length) do
(bind ?num (nth$ 7n $7*breaks*))
(bind ?t (nth$ (+ ?n 1) $?*breaksx*))
(if (numberp ?num)
then
(if (and (eq 7num ?time)
(eq ?t ?type))
then
(bind $7?*breaks* (delete$ $?*breaks* ?n (+ 1 ?n)))
;3 now 2 fewer elements in the list
(bind ?list-length (- ?list-length 2))
else
;3 only increment the counter if we haven’t just deleted
(bind ?n (+ 2 ?n))
))
)

; check to see if taking out a break means adding a new break for sketch-unit
(bind 7next (next-sketch-unit 7time $7*sketch-unitsx))
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(if
(eq FALSE (first-sketch-unit-since-break ?next
(create$ (length$ $7xbreaksx)
$7*breaks* $?*sketch-units*)))
then
(assert (break-if-gap 7next))
)

)

(defrule long-pause-break
(long-pause ?start 7end)
=>
(insert-break longPause Zend)
(assert (break longPause 7end))

)

(defrule retract-long-pause-break
?r <- (break longPause ?end)
(not (long-pause 7start Zend))
=>
(delete-break longPause 7end)
(retract ?r)

)

(defrule sketch-unit-break

(gap ?gs ?start)
(sketch-unit ?start ?end)
(test (eq FALSE (first-sketch-unit-since-break ?start
(create$ (length$ $7?xbreaksx)
$7xbreaks* $?*sketch-units*)
)))
=>
(insert-break sketchUnit ?start)
(assert (break sketchUnit ?start))

)

(defrule retract-sketch-unit-break-1

?b <- (break sketchUnit ?start)
(not (sketch-unit 7start 7end))
=

(delete-break sketchUnit ?start)
(retract 7b)

)

(defrule retract-sketch-unit-break-2

)

?b <- (break sketchUnit ?start)
(not (gap ?gs 7start))

=>

(delete-break sketchUnit 7start)
(retract 7b)

(defrule retract-sketch-unit-break-3

?b <- (break sketchUnit ?start)

(gap 7gs ?start)

(test (eq TRUE (first-sketch-unit-since-break ?start

(create$ (length$ (remove-break-from-list ?start sketchUnit $?*breaks#))
(remove-break-from-list 7start sketchUnit $7*breaks*)
$7*sketch-units*)
)))
=>
(delete-break sketchUnit 7start)
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(retract 7b)
)

(deffunction after (?7i 7a)
;; if there is any break between 7i and 7a return false
;; otherwise return true
(bind ?list-length (length$ $?xbreaks#))
(bind ?n 1)
(while (< ?n ?list-length) do
(bind ?num (nth$ ?n $7*breaksx))

(if (numberp ?num)

then
(if (and (> ?num ?i) (< ?num 7a))
then
(return FALSE)
)

(bind ?n (+ 2 ?n))
)

;; didn’t find any inbetween
(return TRUE)
)

(defrule retract-sketch-unit-break-4
?b <- (break sketchUnit ?before)
?a <- (break ?typeB ?after)
(test (< ?before Zafter))
(test (eq TRUE (after 7before Zafter)))
(not (speech (startTime 7s) (endTime 7e&:(or (and (< ?e 7after) (> ?e 7before))

(and (< ?s ?after) (> ?s ?before))
NN
; need to check to make sure that the breaks do NOT overlap
; with a strong-group-link
(not (strong-group-link 7s-start
?s—end&: (or
(and (> ?before ?s-start) (< ?before ?s-end))
(and (> ?after ?s-start) (< ?after ?s-end)))))

(gap ?before-s ?before)
(gap 7after-s 7after)
=>
(if (< (- ?before ?before-s) (- ?after ?after-s))
then

(delete-break sketchUnit 7before)

(retract 7b)
else

(delete-break sketchUnit Zafter)

(retract 7a)
)

)

(defrule retract-sketch-unit-break-similar-shapes
?b <- (break sketchUnit ?brk)
(time-and-shape-similar ?start 7end)

(test (eq (overlap ?brk ?brk ?start ?end) TRUE))
=>

(delete-break sketchUnit ?brk)

(retract 7b)

)

;33 When there is a pause and a "the" there might be a break.
(defrule the-and-pause
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(long-pause ?start 7end)
(the-words-at 7end)

=>

; break should be at end
(insert-break thePause 7end)
(assert (break thePause 7end))

)

;53 Sometimes a the-and-pause might be erroneously inserted because of
;33 a long-pause that shouldn’t be there.
(defrule remove-the-and-pause
?b <- (break thePause ?end)
(not (long-pause ?start ?end))
=>
(delete-break thePause 7end)
(retract 7b)
)

;33 Breaks shouldn’t overlap mumbled words.
(defrule remove-link-by-mumble-break
?b <- (break ?type ?end)
(linked-by-mumbles ?m-start ?m-end)
(test (< ?m-start ?end))
(test (> ?m-end ?end))
=>
(delete-break ?type ?end)
(retract 7b)
)

;33 When there is a gap followed by a key word there might be a break
;33 the gap should be of a significant length
(defrule gap-and-keyWords

(gap ?start Zend)

(key-words-at 7end 7end2 num ?num)

(test (> (- 7end 7?start) 7*sig-gap*))

=>

; break should be between them

(insert-break gapKeyWords ?end)

(assert (break gapKeyWords 7end))
)

;53 Sometimes a gap-and-keyWords might be erroneously inserted because of
;35 a gap that shouldn’t be there.
(defrule remove-gapKeyWords-1
?b <- (break gapKeyWords 7end)
(not (gap ?start Zend))
=>
(delete-break gapKeyWords ?end)
(retract 7b)
)

;53 Sometimes a gap-and-keyWords might be erroneously inserted because of
;35 a gap that is too short
(defrule remove-gapKeyWords-2

?b <- (break gapKeyWords ?end)

(gap ?start Zend)

(not (test (> (- 7end ?start) ?*sig-gapx)))

=>

(delete-break gapKeyWords ?end)

(retract 7b)
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;33 Breaks shouldn’t overlap strong-group-link
(defrule remove-strong-group-link

?b <- (break ?type ?end)

(strong-group-link ?s-start ?s-end)

(test (< ?s-start 7end))

(test (> ?s-end ?end))

=>

(delete-break 7type ?end)

(retract 7b)
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Appendix D

Hand Segmentation
Graphs
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