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ABSTRACT

Most medium access control (MAC) mechanisms discard
collided packets and consider interference harmful. Recent
work on Analog Network Coding (ANC) suggests a differ-
ent approach, in which multiple interfering transmissions are
strategically scheduled. Receiving nodes collect the results
of collisions and then use a decoding process, such as ZigZag
decoding, to extract the packets involved in the collisions.

In this paper, we present an algebraic representation of
collisions and describe a general approach to recovering col-
lisions using ANC. To study the effects of using ANC on the
performance of MAC layers, we develop an ANC-based MAC
algorithm, CMAC, and analyze its performance in terms
of probabilistic latency guarantees for local packet delivery.
Specifically, we prove that CMAC implements an abstract
MAC layer service, as defined in [14, 13]. This study shows
that ANC can significantly improve the performance of the
abstract MAC layer service compared to conventional prob-
abilistic transmission approaches.

We illustrate how this improvement in the MAC layer can
translate into faster higher-level algorithms, by analyzing
the time complexity of a multi-message network-wide broad-
cast algorithm that uses CMAC.

Categories and Subject Descriptors

F.2.2 [Analysis of Algorithms and Problem Complex-
ity]: Nonnumerical Algorithms and Problems—computa-
tions on discrete structures;

C.2.2 [Computer-Communication Networks]: Network
Architecture and Design—wireless communication;

G.2.2 [Discrete Mathematics]: Graph Theory—network
problems
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1. INTRODUCTION

The nature of wireless networks is intrinsically different
from that of wired networks because the wireless medium
is shared among many transmitters. The conventional ap-
proach to the Medium Access Control (MAC) problem is to
use contention-based protocols in which multiple transmit-
ters simultaneously attempt to access the wireless medium,
operating under rules that provide enough opportunities for
all nodes to transmit. Well-known examples of such proto-
cols in packet radio networks are ALOHA [2], MACAW [4],
and CSMA/CA [3].

In contention-based protocols it is possible that two or
more nodes transmit their packets simultaneously, which can
result in a collision at a receiver. The colliding packets are
generally considered to be lost. Therefore, these protocols
strive to avoid simultaneous transmissions by nearby nodes.
Recently, Gollakota and Katabi [9] showed how one might
recover collided packets in an 802.11 system using ZigZag
decoding, if there are relatively few colliding packets and
enough transmissions involving these packets. Their scheme
requires the network to operate at a signal-to-noise ratio
(SNR) that is sufficiently high that noise can be neglected
and per-symbol detection can be assumed to be error-free in
the absence of a collision on that symbol. In fact, they sug-
gest that each collision can be treated as a linear equation
over the packets involved. Therefore, packets are recover-
able if the resulting system of linear equations has a unique
solution. This gives rise to the possibility of designing MAC
protocols that exploit Analog Network Coding (ANC) [10]
to increase network capacity. In such MAC protocols, unlike
conventional protocols, interference is not considered harm-
ful. In fact, such protocols strategically schedule simulta-
neous transmissions in order to increase network capacity.
Note that, as in digital network coding, packets are mixed
together in ANC. However, in digital network coding, the
sender mixes the contents of packets before transmission
whereas in ANC the wireless channel naturally mixes the
packets by adding the signals.



In this paper, we present a new MAC protocol, CMAC,
which exploits Analog Network Coding, and prove that it
provides strong performance guarantees, in terms of proba-
bilistic latency bounds for local packet delivery. Specifically,
we prove that CMAC implements the formal probabilistic
abstract MAC layer specification introduced by Khabbazian
et al. in [14, 13] This specification assumes that packets ar-
rive at the MAC layer at arbitrary times, but with at most
one packet active at each node at any point. This specifica-
tion provides probabilistic upper bounds on the time for a
packet to be delivered to any neighboring node (the receive
delay bound), and on the total amount of time for a sender
to receive an acknowledgment of successful delivery to all
neighbors (the acknowledgment delay bound). It also pro-
vides a bound on the amount of time for a receiver to receive
some packet from among those currently being transmitted
by neighboring senders (the progress bound).

Note that this specification describes a MAC layer that
provides guarantees for local broadcast, not local unicast; this
captures the fundamental broadcast capability of wireless
networks. The receive and acknowledgment delay bounds
should be self-explanatory. The progress bound captures
the fact that, in many situations, the time required for a
receiver to receive a packet from some neighbor is consider-
ably shorter than the time needed to obtain a packet from a
specific neighbor. This difference turns out to be significant
for the performance of some higher-level protocols, such as
certain network-wide broadcast protocols, where any new
information is useful for advancing the protocol.

In Section 6, we prove that CMAC implements the proba-

bilistic MAC layer with receive, acknowledgment, and progress

bounds all of the form O (A + %log %), where A is the
maximum node degree and c¢ is the maximum number of
packets for which a collision can be decoded. In particular,
if ¢ is Q(A), then using ANC, a node can deliver a packet to
all of its neighboring nodes (and receive a packet from any
given neighboring node) in time O(A + log %)

These latency bounds for CMAC allow us to compare
CMAC with more conventional MAC protocols. For exam-
ple, Khabbazian et al. [14, 13] described a conventional prob-
abilistic transmission MAC protocol, DMAC, which uses ex-
ponential decay. They showed that DMAC has receive and
acknowledgment delay bounds of the form O (A log (%) log A),
which are larger than those of CMAC, but has a smaller
progress bound, of the form O(log A). In Section 7, we
present another MAC protocol, DCMAC, which improves
the progress bound of CMAC to O(log A) without increas-

ing the receive and acknowledgment bounds. DCMAC achieves

these bounds by interleaving CMAC and DMAC.

Showing that CMAC implements the probabilistic ab-
stract MAC layer yields another important benefit: it allows
us to analyze the effect of using ANC on the time complexity
of higher-level algorithms such as in particular network-wide
broadcast algorithms. As an example, in Section 8, we com-
bine our analysis of CMAC with an analysis of a high-level
multiple-message global broadcast protocol over the proba-
bilistic MAC layer from [14, 13], thus obtaining time bounds
for multi-message broadcast over the basic network. Our re-
sults show that the time complexity of multi-message broad-
cast can be significantly improved using ANC, as compared
to conventional probabilistic transmission.

The remainder of the paper is organized as follows. In
Section 2, we discuss related work. Section 3 presents our

network assumptions, including the key facts about Analog
Network Coding. Section 4 describes and analyzes a simple
one-hop ANC algorithm. Section 5 describes the probabilis-
tic abstract MAC layer, as defined in [14, 13]. Sections 6
and 7 present our two algorithms, CMAC and DCMAC.
Section 8 describes a simple network-wide broadcast algo-
rithm that uses DCMAC and analyzes its time complexity.
Section 9 concludes. Complete details of this work appear
in our Technical Report [15].

Notation: Let C denote the set of complex numbers. We
use log to denote the base two logarithm and In the natural
logarithm. For any positive integer n, [n] denotes the set

{1,...,n}.

2. RELATED WORK

Analog Network Coding was first presented in [10]. For
high SNR regimes, the asymptotic optimality of ANC was
recently shown in [19, 20]. Its asymptotic optimality in
terms of rate-diversity tradeoff was established in [6, 5]. The
use of ANC, as a generalization of ZigZag, in possible com-
bination with digital network coding, in order to increase
the throughput of packetized multiple-access systems, has
been considered in [22]. In that work, an algebraic model
for ANC was derived, which explicitly takes into account
symbols, digital network coding, modulation, and channel
effects such as attenuation, delay and additive combination
of signals. We use that model in this paper to model the al-
gebraic interaction among nodes. The use of ZigZag without
additional digital network coding has recently been consid-
ered by [23] to improve congestion control and maximize ag-
gregate utility of the users. That approach does not describe
how to implement a MAC specification, as we do in this pa-
per. In another related paper, Zhang, et al. [24] describe
an algorithm for physical-layer network coding. However,
the proposed algorithm assumes symbol-level synchroniza-
tion, carrier-frequency synchronization, and carrier-phase
synchronization. In contrast, the algorithms in [10] and [9]
make no such synchronization assumptions.

The first abstract MAC layer specification was defined
by Kuhn, Lynch, and Newport [16, 17, 18]. This basic
layer provides worst-case latency guarantees for packet re-
ceipt and acknowledgment. These papers also present and
analyze greedy network-wide broadcast algorithms over the
basic MAC layer. Khabbazian, et al. [14, 13] continued this
work by developing the probabilistic version of the MAC
layer specification that is used in this paper, presenting prob-
abilistic transmission algorithms to implement both layers,
analyzing network-wide broadcast algorithms over both lay-
ers, and showing how to combine the high-level and low-
level results systematically to obtain performance results for
network-wide broadcast over a collision-prone radio network.
Other work using abstract MAC layers includes algorithms
for Neighbor Discovery [7, 8].

3. THE NETWORK MODEL

Fix a static undirected graph, G = (V, E). Let n = |V| be
the number of vertices, A the maximum degree, and D the
diameter, i.e., the maximum distance (in terms of number
of hops) between any two vertices in G. We assume that
n active nodes reside at the n vertices of G. Nodes have
unique identifiers. We assume that the nodes have local
knowledge of the graph; in particular, they know A and
know the identifiers of their neighbors in G.



We assume a slotted system, with slots of duration tsot =
1. When a node transmits in some slot, its message reaches
all G-neighboring nodes, and no other nodes. Thus, each
node 7, in each slot, is reached by some collection of packets
from its transmitting neighbors. What j actually receives is
defined as follows: (a) If j transmits, then it receives silence,
denoted by 1. Thus, a node cannot receive a packet while
it is transmitting. (b) If j does not transmit and is reached
by no packets, then it receives silence. (c) If j does not
transmit and is reached by exactly one packet from another
node, then it receives that packet. (d) If j does not transmit
and is reached by two or more packets, then it receives a
collision. We assume that each node stores all the received
packets and collisions, and uses analog network coding (such
as ZigZag decoding) to decode the collided packets.

A packet is essentially a vector of N symbols over a finite
field Iy, where ¢ is a power of two. We represent a packet
as a polynomial with coefficients being the symbols of F,
that form the packet. The mapping from the packet to the
corresponding physical signal is a result of modulation. For
a system such as ZigZag, which performs per-symbol detec-
tion, no channel coding precedes the modulation. For more
general ANC, however, there may also be a channel code,
requiring the use of interference cancellation over the entire
packet, rather than symbol-wise operations as in ZigZag.
For the sake of simplicity, we discuss here the case where
no channel code is added, although our discussion can be
extended to the case where we have channel coding (be-
cause the effect of the noise is not entirely negligible on a
symbol-by-symbol bases). We abstract the modulation to be
a one-to-one map M from symbols over F; to the complex
number field

M:F, — C.

Using the model of [22], an equivalent representation of
the collisions of w packets at receiver j in [ time slots is
given by

Czl(k) AZ; AZ; Siy (k)

2 (k) B A AT Si, (k)

Cs (k) AL AR Si, (k)
k=1,...,N, where Cj € CV represents the collision in

time slot s, S; € CV is the signal (packet) transmitted by
sender i, and Aj € C are random variables corresponding to
the combination of the modulation and channel propagation
effects, as well as the transmission decision of sender i at
time slot s.

Note that ZigZag relies on there being non-zero time shifts
among colliding packets, whereas general ANC does not.
The process of decoding by inverting this matrix is more gen-
eral than the ZigZag procedure of [9]. For example, consider
the case where two different nodes collide twice in two differ-
ent time slots. If the offsets between two packets in the two
time slots are exactly the same, the ZigZag decoding process
fails. However, the transfer matrix A may still be full-rank
because of the change in the channel gains over time, and
hence, we may decode the packets by Proposition 1. The
decoding process results in the signals corresponding to the
original packets. The signals then have to be demodulated
to obtain the original data. This algebraic representation
formalizes the intuition introduced in [9] that every collision

is like a linear equation in the original packets. Let

ArAn A
G| A A Al
S S 51
AAT LA

PROPOSITION 1. Let P, |P| = w, be a set of packets.
Consider a node j. Let S, |S| =1, be a set of slots such that
in every slot in S, node j receives a packet in P or a collision
involving packets in P. The received packets/collisions can
be represented by a system of linear equations of the form
C(k) = Ax S(k), where k =1,2,...,N and A is an | X w
transfer matriz. Given this representation, if the transfer
matriz A has rank w (i.e., full rank) over the field C, then
it is possible to decode all packets in P.

Proposition 1 follows from techniques described in [9, 22].
Note that the coding coefficients are not chosen by the trans-
mitters of the messages. They are mainly dictated by the
channel conditions and can be estimated through “physical
layer” techniques. For example, a correlation technique is
described in [9] to accurately estimate channel conditions.
Several other practical issues such as sampling offset, fre-
quency offset and phase tracking are thoroughly discussed
in [10] and [9]. Nevertheless, it is fair to say that the as-
sumptions in our model are well justified through practical
implementation of the ZigZag decoding algorithm on a soft-
ware radio platform.

One limitation of analog network coding and collision re-
covery techniques is that they require sufficiently high SNR
so that the effect of noise can be safely removed. In practice,
since the received signals are noisy, as the number of packets
involved in a collision increases, it becomes less likely that
the collision can be used for decoding. Hence, towards a
more realistic setup, we assume that any collision involving
more than ¢ (a fixed parameter) packets is not useful and will
be discarded. The parameter ¢ indirectly captures the effect
of noise as well as the physical layer detection algorithm,
without requiring us to change the model for different phys-
ical layer techniques. For instance, we may use the SigSag
decoding algorithm of Tehrani el al. [1], an improvement on
the ZigZag decoding algorithm, to significantly reduce the
effect of noise. Hence, the parameter ¢ for SigSag would be
larger than that for ZigZag decoding. Throughout the pa-
per, we assume that 4 < ¢ < A. Note that, based on our
network assumptions, at most A packets may be involved
in a collision. Thus, a decoder with parameter ¢ = A is as
powerful as one with parameter ¢ > A.

4. BASIC CODING STRATEGY

In this section, we describe and analyze a simple single-
hop ANC-based contention-resolution protocol, which we
call simply Coding. We use this protocol in our CMAC
algorithm, in Section 6.

4.1 Probability that a Matrix is Full-Rank

The heart of the analysis of Coding is a mathematical
lemma, Lemma 2, which expresses a lower bound on the
probability that a matrix B generated randomly from an
arbitrary matrix A has full rank. In Section 4.2, we use
such random matrices to model the transmission behavior



of the neighbors of a particular node k, where entry B; ;
corresponds to the transmission behavior of node j in slot
i. The conclusion of Lemma 2 is used there to show that,
assuming that the algorithm executes for enough slots, with
high probability, node k receives enough information to re-
cover a set of packets.

Construction of a random matrix: Let ¢ and w be
positive integers. Let A be an arbitrary matrix of size
£xw, with elements in C—{0}. Let p be a real number,
0 < p < 1. We construct a random £ X w matrix B from
A according to the following two-step procedure: Start
with B = A. First, for each i independently, keep row
i of B unchanged with probability p and set it to be
identically 0 with probability 1 — p. Second, for each
non-zero row ¢ and each column j, independently, keep
B; ; unchanged with probability p and set it to 0 with
probability 1 — p.

LEMMA 2. Let ¢ and w be positive integers. Let A be an
arbitrary matriz of size £ X w, with elements in C — {0}.
Further, let p and € be real numbers, with 0 < p < % and
0 <e< 1. Letc be a positive integer with ¢ > 4 and wp < 3.

Suppose that

- In(w + 1) + 21n(1/e)
> ’71 — <w+ » >-‘ .

Let B be a random matriz constructed from A as described
above. Then, with probability at least 1 — e, B has at least
w independent rows, each containing at most ¢ non-zero el-
ements.

PROOF (SKETCH). Instead of fixing the number of rows
of B, assume that we construct B by adding rows until there
are w rows with at most ¢ non-zero entries that span R".
The lemma then follows by showing that with probability at
least 1 — €, the resulting matrix has at most ¢ rows.

For each d € [w], we define random variables Xy and Yj.
Let X4 be the smallest integer such that the sub-matrix
spanned by the rows with at most ¢ non-zero entries among
the first X4 rows of B has rank d. Further, we define Xy = 0
and Yy = X4 — X4-1. Note that to prove the lemma, we
need to show that Pr(X, > ¢) <e.

In the following, we refer to non-zeroed rows of B as the
rows that are not set to 0 at the end of the construction of B.
The non-zeroed rows of B are random vectors in C*, where
each coordinate is non-zero independently with probability
p. Assume that we are given d — 1 linearly independent
vectors «1,...,xq4—1 for some integer d > 1. The core of
the proof is to lower bound the probability that a new non-
zeroed row of B has at most ¢ non-zero entries and is linearly
independent to the given d — 1 vectors. For simplicity, as-
sume that the vectors x; are vectors from the standard basis
of C*¥. Hence, each of them is non-zero in exactly one coor-
dinate and an additional vector is linearly independent iff it
is non-zero in at least one coordinate in which none of the
d — 1 vectors x; is non-zero. The probability that all these
w — d + 1 coordinates are 0 in a random non-zeroed row
is (1 — p)¥~9*! since all coordinates are set to something
non-zero with probability p. The parameter c is chosen such
that the probability that a non-zeroed row has at most ¢
non-zero entries is lower bounded by some constant ¢. It
can be shown that the probability that a non-zeroed row

has at most ¢ non-zero entries and is linearly independent
of 1,...,x4—1 is at least

1 w—
pd:?'(l—(l—p) d+1)~
Further it can be shown that the same bound holds if the
vectors «1,...,Z4—1 are arbitrary vectors in C*. Therefore

for each d > 0 and row ¢ > X4_1, if row 7 is not set to 0 in the
final step of the construction of B, the probability that row 7
contains at most ¢ non-zero entries and is independent of the
first X4—1 rows is at least pg. Thus, the random variables Yy
are dominated by independent geometric random variables
Zq4 with parameter (1 — p)pq. Using a Chernoff bound, it
can be shown that

d
Pr(Xq < /) < Pr (szge) <l-e

=1

This completes the proof sketch. Details of the proof appear
in [15]. O

4.2 The Coding Algorithm

Now we describe and analyze the Coding protocol. Let ¢
be the threshold parameter defined for ANC (in Section 3).
Let p = 5%. Note that p < %, because ¢ < A.

DEFINITION 1 (R, WHERE € IS A REAL, 0 < e < 1).

= In(A +1) + 21n(1/e)
Re= L —p <A+ P ﬂ

LEMMA 3. R =0 (A+ 21og 2).

The Coding algorithm has a single explicit parameter, e.
It also uses ¢ as an implicit parameter.

Coding(e), where € is a real, 0 < € < 1: Assume [ is
a set of nodes, 1 < |I| < A, and j is a distinguished
node adjacent to all nodes in I. All the nodes in I
participate in the algorithm, and j may or may not
participate. Each participating node ¢ has a packet m;,
assumed fixed for the entire algorithm.

The algorithm runs for exactly R. slots. Every partici-
pating node participates in all slots, with no node start-
ing or stopping participation part-way through the al-
gorithm. At every slot, each participating node i trans-
mits packet m; with probability p = 5%.

LEMMA 4. In Coding(€), with probability at least 1 — ¢,
node j receives all packets m;, i € I, by the end of the algo-
rithm.

PrOOF. The probability that node j receives all packets
if it participates in the algorithm is at most equal to the
probability that j receives all packets if it does not partic-
ipate (if the node participates, it can only receive in time
slots where it does not transmit, otherwise, it can receive in
all time slots). So we assume without loss of generality that
J participates.

We construct a random matrix B of size Re x ||, in Re
steps. In step r, 1 < r < R, we define row r, as follows. If
j transmits in slot r, then row r is identically 0. If 5 does
not transmit in slot r, then write I = {is|1 < s < |I|}. For
every s, 1 < s < |I|,let B, s = 0if node i does not transmit



in slot r; otherwise let B, s be a non-zero complex number
(which corresponds to the channel gain from node 4, to node
j and the offset of is’s packet).

Now we apply Lemma 2, with £ in the statement of that
lemma equal to R, w in the lemma equal to |I], and p = p.
Since

and

| s In(A + 1) 4 21n(1/e)
[ o o]

the conditions required by Lemma 2 hold. Consequently,
by Lemma 2, with probability at least 1 — ¢, B has a set S
of |I| independent rows, each containing at most ¢ non-zero
elements. Any row in S corresponds to a collision that j
receives during the execution of Coding(e). Consequently,
by Proposition 1, j can decode all the packets m;, ¢ € I, by
the end of the algorithm, with probability at least 1 —e. [

S. PROBABILISTIC MAC LAYER
SPECIFICATION

Now we are ready to consider MAC layers. Before present-
ing our ANC-based MAC algorithm CMAC, we give a for-
mal specification for MAC layer requirements. For this, we
use the probabilistic abstract MAC layer specification from
[14, 13]. This specification describes MAC-layer behavior in
a multi-hop network. It assumes that packets arrive from
the environment (a higher-level protocol) nondeterministi-
cally, at arbitrary times, and not according to any prede-
termined probability distribution. We assume that at most
one packet is active at a time at each node, that is, the en-
vironment waits for a node to complete its processing of one
packet before it provides that node with a new packet. We
do not assume that every node always has an active packet.
Our service provides guarantees for local broadcast rather
than local unicast, reflecting the fundamental broadcast ca-
pability of wireless networks.

According to our specification, a MAC layer provides an
external interface by which it accepts packets from its en-
vironment via bcast(m) input events and delivers packets
to neighboring nodes via rcv(m) output events. It also
provides acknowledgments to senders indicating that their
packets have been successfully delivered to all neighbors,
via ack(m) output events. Finally, it accepts requests from
the environment to abort current broadcasts, via abort(m)
input events.

The specification is implicitly parameterized by three pos-
itive reals, frev, fack, and fprog. These bound delays for
a specific packet to arrive at a particular receiver, for an
acknowledgment to be returned to a sender, and for some
packet from among many competing packets to arrive at a
receiver. The specification also has corresponding param-
eters €prog, €rcv, and €qep, which represent bounds on the
probabilities that the delay bounds are not attained. Fi-
nally, it has a parameter tqport, which bounds the amount
of time after a sender aborts a sending attempt when the
packet could still arrive at some receiver.

We model a MAC layer formally as a Probabilistic Timed
I/0 Automaton (PTIOA), as defined by Mitra [21]. A MAC
layer PTIOA Mac is composed with an environment PTTIOA
Env and a network PTIOA Net. This composition, written

as Macl||Env||Net, is itself a PTIOA, and yields a unique
probability distribution on executions (once nondeterminism
is resolved using various scheduling mechanisms, see [21]).

To satisfy our specification, a MAC layer Mac must guar-
antee several conditions, when composed with any Env and
with Net. To define these requirements, we assume some
simple constraints on Env, namely, we consider executions
a of Mac||Env||Net that are well-formed, in the sense that:
(a) they contain at most one bcast event for each m (i.e., all
packets are unique), (b) any abort(m);* event is preceded
by a bcast(m); but not by an ack(m); or another abort(m)s;,
and (c) any two bcast; events have an intervening ack; or
abort; (i.e., each node handles packets one at a time).

The specification says that the Mac automaton must guar-
antee the following conditions, for any well-formed execution
a of Macl||Env||Net. There exists a cause function that maps
every rcv(m); event in a to a preceding becast(m); event,
1 # j, and that maps each ack(m); and abort(m); to a pre-
ceding bcast(m);. The cause function must satisfy:

e Receive restrictions: If bcast(m); event m causes
rev(m); event 7', then (a) Prozimity: (i,7) € E. (b)
No duplicate receives: No other rcv(m); caused by
precedes 7'. (c) No receives after acks: No ack(m);
caused by 7 precedes 7'. (d) Limited receives after
aborts: m' occurs no more than tepor: time after an
abort caused by .

e Acknowledgment restrictions: If bcast(m); event
7 causes ack(m); event 7', then (a) No duplicate acks:
No other ack(m); caused by m precedes n’. (b) No
acks after aborts: No abort(m); caused by m precedes
.

In addition, the Mac automaton must guarantee three
probabilistic upper bounds on packet delays—a receive de-
lay bound, an acknowledgment delay bound, and a progress
bound. Thus, if 7 is a beast event in a closed execution 32,
then we say that 7 is active at the end of (8 provided that 7
is not terminated with an ack or abort in 3. The probabilis-
tic MAC layer guarantees the following probabilistic bounds.
Here, the notation Prg refers to the conditional distribution
on executions that extend 8. Assume i,57 € V, and t is a
nonnegative real.

e Receive delay bound: Let  be a closed execution
that ends with a beast(m); at time t. Let j be a neigh-
bor of ¢. Define the following sets of time-unbounded
executions that extend 3: A, the executions in which
no abort(m); occurs, and B, the executions in which
rcv(m); occurs by time t + freo. If Prg(A) > 0, then
Prg(B|A) > 1 — €rco-

e Acknowledgment delay bound: Let 8 be a closed
execution that ends with a bcast(m); at time t. Define
the following sets of time-unbounded executions that
extend (3: A, the executions in which no abort(m);
occurs, and B, the executions in which ack(m); occurs
by time ¢ + faier and is preceded by rcv(m); for every

Here and elsewhere, subscripts are used to identify the node
at which the event occurs.

2 An execution of a PTIOA is closed if it is a finite sequence
of discrete steps and trajectories, ending with a trajectory
whose domain is a right-closed time interval. Formal details
of such definitions appear in [12, 21].



neighbor j of i. If Prg(A) > 0, then Prg(BJ|A) >
1-— €ack-

e Progress bound: Let 3 be a closed execution that
ends at time t. Let I be the set of neighbors of j that
have active bcasts at the end of 3, where beast(m;); is
the bcast at i, and suppose that I is nonempty. Sup-
pose that no rcv(m;); occurs in 3, for any ¢ € I. Define
the following sets of time-unbounded executions that
extend 3: A, the executions in which no abort(m;);
occurs for any 7 € I, and B, the executions in which,
by time ¢ 4+ fprog, at least one of the following occurs:
an ack(m;); for every ¢ € I, a rcv(m;); for some ¢ € I,
or a rcv; for some packet whose beast occurs after 3.
If Prg(A) > 0, then Prg(B|A) > 1 — €prog-

The receive bound says that, with probability at least
1 — €rcv, a packet sent by node i is received by a particular
neighbor j within time f,.,. The acknowledgment bound
says that, with probability at least 1 — €40k, a packet sent
by node i is acknowledged within time f,.x, and moreover,
the acknowledgment is “correct” in the sense that the packet
has actually been delivered to all neighbors. The progress
bound says that, if a nonempty set of j’s neighbors have ac-
tive bcasts at some point, and none of these packets has yet
been received by j, then with probability at least 1 — €proq,
within time fprog, either j receives one of these packets or
something newer, or else all of these end with acknowledg-
ments. This is all conditioned on non-occurrence of aborts.

6. MACLAYERALGORITHM USING ANC

Now we present our new ANC-based MAC-layer algo-
rithm, CMAC, and show that it implements the probabilis-
tic MAC layer of Section 5 with certain delay and error
parameters. CMAC yields smaller receive and acknowledg-
ment delay bounds than conventional probabilistic transmis-
sion protocols such as the DMAC algorithm in [14, 13]. Its
progress bound, on the other hand, is larger. In Section 7,
we combine CMAC and DMAC to obtain a small progress
bound as well.

6.1 The CMAC Algorithm

The CMAC algorithm is based on the Coding algorithm
of Section 4.

CMAC(e), where 0 < € < 1: We group slots into
Coding phases, each consisting of R. slots. At the be-
ginning of every Coding phase, each node 7 that has an
active bcast(m); participates in Coding(e) with packet
m. Node i executes exactly one Coding phase, and then
outputs ack(m); at the end of the phase. However,
if node 7 receives an abort(m); from the environment
before it performs ack(m);, it continues participating
in the rest of the Coding phase but does not perform
ack(m);.

Meanwhile, node ¢ tries to receive packets from its
neighbors, in every slot. It may receive a packet di-
rectly, without any collisions, or indirectly, by decod-
ing collisions. When it receives any packet m’ from a
neighbor for the first time, it delivers that to the en-
vironment with a rcv(m'); event, at a real time before
the time marking the end of the slot.

Note that, in a single slot, node i may receive several pack-
ets and deliver them to the environment, by decoding a col-

lection of received collisions. Also note that node ¢ may con-
tinue processing a packet for some time after it is aborted;
thus, CMAC handles aborts differently from DMAC. Be-
sides increasing the 40t bound, this way of handling aborts
introduces the possibility that the environment may submit
a new packet while node 7 is still transmitting on behalf of
the aborted one. According to the rules of CMAC, node %
will begin handling the new packet at the start of the next
Coding phase.

We now give five lemmas expressing the properties of
CMAC (e). These lemmas are analogous to some in [13]. The
“executions” referred to here are executions of the compo-
sition CMAC/||Env||Net, for an arbitrary environment Enuv.
First, the non-probabilistic properties are satisfied:

LEMMA 5. In every execution, the Proximity, No dupli-
cate receives, No receives after acks, No duplicate acks, and
No acks after aborts conditions are satisfied. Also, no rcv
happens more than time R. after a corresponding abort.

PrOOF. Straightforward. |

The next lemma provides an absolute bound on acknowl-
edgment time.

LEMMA 6. In every time-unbounded execution c, the fol-
lowing holds. Consider any bcast(m); event in o, and sup-
pose that o contains no abort(m);. Then an ack(m); occurs
by the end of the next Coding phase that begins after the
beast(m);.

PRrROOF. Immediate from the definition of CMAC O

The remaining properties are probabilistic. For these lem-
mas, we fix any environment Env and consider probabilities
with respect to the unique probability distribution on exe-
cutions of CMAC||Env||Net. The first probabilistic lemma,
which is analogous to Lemma 5.5 in [13], bounds the receive
delay. Its proof uses our result about Coding, Lemma 4.

LEMMA 7. Let i,5 € V, i a neighbor of j. Let B be a
closed execution that ends with a beast(m); event. Let cp be
the first Coding phase that starts strictly after the bcast(m);.
Define the following sets of time-unbounded executions that
extend B: A, the executions in which no abort(m); occurs,
and B, the executions in which, by the end of coding phase
cp, a rev(m); occurs. If Prg(A) > 0, then Prg(B|A) >
1—e

PROOF. Assume A, that is, no abort(m); occurs. Let I
be the set of neighbors of j participating in Coding phase
cp. Since no abort(m); occurs, ¢ € I, and so |I| > 1. Then,
Lemma 4 implies that, with probability at least 1 —¢, a rcv;
for every packet m,/, i’ € I occurs in phase cp. In particular,
rcv(m); occurs. Therefore, Prg(B|A) > 1 — ¢, as needed.

O

The second probabilistic lemma is analogous to Lemma 5.6
in [13]. It bounds the acknowledgment delay and gives a
guarantee that acknowledgments are preceded by receives.

LEMMA 8. Let i € V. Let 8 be any closed prefix of a
time-unbounded execution that ends with a beast(m); event.
Let cp be the first Coding phase that starts strictly after
the becast(m);. Define the following sets of time-unbounded
executions that extend (3: A, the executions in which no



abort(m); occurs, and B, the executions in which, by the
end of coding phase cp, ack(m); occurs and is preceded by
rcv(m); for every neighbor j of i. If Prg(A) > 0, then
Prg(BJ]A) > 1 —€A.

PRrROOF. Lemma 6 implies that ack(m); occurs by the end
of phase cp. For the rcv(m); events, by Lemma 7, the prob-
ability that each individual rcv(m); event occurs by the end
of ¢p is at least 1 — e. Then, using a union bound, the prob-
ability that all the rcv(m); events occur by the end of cp is
at least 1 — eA. U

The third probabilistic lemma is analogous to Lemma 5.4
in [13]. It gives a probabilistic bound for progress.

LEMMA 9. Let j € V and B be a closed execution that
ends at time t. Let I be the set of neighbors of j that have
active beasts at the end of B, where beast(m;); is the beast
at 1. Suppose that I is nonempty. Suppose that no rcv(m;);
occurs in 3, for any i € I. Let cp be the first Coding phase
that starts strictly after time t.

Define the following sets of time-unbounded executions that
extend B: A, the executions in which no abort(m;); occurs
for any i € I; B, the executions in which, by the end of cp,
at least one of the following occurs: a rcv(m;); for some
i €1, or arcv; for some packet whose becast occurs after 3;
and C, the executions in which, by the end of cp, ack(m;);
occurs for every i € 1.

If Prg(A) >0, then Prg(BUC|A) > 1 —e.

PROOF. As shown in the proof of Lemma 5.4 in [13],
Prg(BUC|A) > Prg(B|C N A),

so, for the first conclusion, it suffices to show that Prg(B|CN
A) > 1—e. Thus, assume CNA, that is, that by the end of cp,
not every ¢ € I has an ack(m;);, and no abort(m;); occurs for
any i € I. Then some neighbor of j in I participates in phase
cp. Let I’ be the set of neighbors of j participating in cp.
Note that every node in I’ participates in all slots of phase
¢p, since no node stops participating part-way through the
phase. Then |I’| > 1 and thus by Lemma 4, with probability
at least 1 — ¢, a rcv; for every packet my, i’ € I’ occurs in
phase P. Therefore,

Prg(B|CNA)>1—¢,
as needed. O

6.2 Implementing the Probabilistic MAC

Using the lemmas from Section 6.1, we can now show that
CMAC implements the probabilistic MAC layer with certain
parameter values. In this subsection, we fix €, 0 < € < 1,
and fix tcphase, the time for a Coding phase, to be R, as
defined in Section 4.2.

THEOREM 10. CMAC(e) implements the probabilistic ab-
stract MAC layer with parameters frey = fack = fprog =

2thhase7 €rcv = €prog = €, €ack = EA; and taport = thhase~

PROOF. Similar to the proof of Theorem 5.7 in [13], using
Lemmas 5-9. U

The following corollary follows directly from Lemma 3 and
Theorem 10.

COROLLARY 11. CMAC/(e) implements the probabilistic
MAC layer with time bounds frev, fack;, fprog, and tavort

equal to
(@) (A—l— ’Vé—‘ log é) ,
c €

where €rcy = €prog = € aNd €qcr, = €A.

In some cases, where the threshold c is fairly large and e
is not too small, this bound can be simplified as follows.

COROLLARY 12. Suppose that c = Q(logn), A = Q(logn),
and € > n~" for some constant k. Then CMAC (€) imple-
ments the probabilistic MAC layer with frev, fack, fprog, and
tabort = O(A) €rco = €prog = €, and €qck = €A.

Similar bounds hold in the case where c is large compared
to A:

COROLLARY 13. If ¢ = Q(A) then CMAC (e) implements
the probabilistic MAC layer with frco, fack, fprog, and taport =
O(A + log %); €rcv = €prog = €, and €ack = eA.

For comparison, the DMAC algorithrn [14, 13] yields larger
bounds of frey = fock = O(A log( )log A) with €pep = €
and €q4x = €A. However, DMAC’ yields a smaller fproq
bound, of O(hlogA), with €prog = (L), for any positive
integer h. In the next section, we show how to reduce the
fprog bound to this level, while keeping the other bounds as

they are for CMAC.

7. IMPROVED MAC LAYER ALGORITHM

Our MAC layer implementation in Section 6 achieves good
frev and fqor bounds compared to DMAC but a worse fprog
bound. Now we describe a second MAC layer implemen-
tation that achieves both the O (A + 2 = log < ) receive and
acknowledgment bounds of CMAC, as well as the O(log A)
progress bound of DMAC. The new algorithm essentially
combines CMAC and DMAC using time-division multiplex-
ing. CMAC is used to guarantee the receive and acknowl-
edgment bounds, while DMAC guarantees the progress bound.
We call the combined algorithm DCMAC.

7.1 The DCMAC Algorithm

Technically, DCMAC' applies the Coding subroutine de-
scribed in Section 4.2 and the Decay subroutine of [14,
13]. Decay operates for exactly o = [log(A + 1)] slots, in
which participating nodes transmit with successively dou-
bling probabilities, starting with 55 and ending with %

DCMAC(¢), where 0 < € < 1: We use odd-numbered
slots for Decay and even-numbered slots for Coding(€).
We group odd slots into Decay phases, each consisting
of o slots, and group even slots into Coding phases, each
consisting of R. slots. The two types of phases are not
synchronized with respect to each other.

At the beginning of each Decay phase, each node i that
has an active bcast(m); begins executing Decay with
packet m. At the beginning of each Coding phase, each
node i that has an active bcast(m); begins executing
Coding(€) with packet m and outputs ack(m); at the
end of that Coding phase.



Meanwhile, node If node ¢ receives an abort(m); or per-
forms an ack(m);, it performs no further transmission
on behalf of packet m in the odd slots; that is, it stops
participating in a Decay phase as soon as an abort or
ack happens. However, if node i receives an abort(m);
before it performs ack(m);, it continues participating
in the rest of the Coding phase and does not perform
ack(m);.

i keeps trying to receive, in every slot. In even slots,
it may receive a packet directly, without collisions, or
indirectly, by decoding collisions. In odd slots, it does
not try to decode collisions, but just looks for packets
that arrive directly. When node ¢ receives any packet
m/ for the first time, in either an odd or even slot, it
delivers that to its environment with a rcv(m’); event,
at a real time before the time marking the end of the
slot.

Thus, as in CMAC, node i may receive several packets in
one slot, by decoding a collection of received collisions. Also
note that node ¢ may handle two different packets in consec-
utive odd and even slots, because of the different handling
of aborts in the odd and even slots. However, ¢ handles at
most one packet in each slot, odd or even.

As for CMAC, we give five lemmas expressing the prop-
erties of DCMAC, now in terms of executions of the compo-
sition DCMAC/|| Env||Net. The first four lemmas are similar
to their counterparts in Section 6, The fifth lemma, which
deals with the progress bound, is somewhat different because
it depends on Decay rather than Coding.

LEMMA 14. In every execution, the Proximity, No dupli-
cate receives, No receives after acks, No duplicate acks, and
No acks after aborts conditions are satisfied. Also, no rcv
happens more than time 2R, after a corresponding abort.

PrROOF. Straightforward. O

LEMMA 15. In every time-unbounded execution ., the fol-
lowing holds. Consider any bcast(m); event in « and sup-
pose that « contains no abort(m);. Then an ack(m); oc-
curs at the end of the Coding phase that begins after the
beast(m);.

PRrRoOOF. Immediate from the definition of DCMAC. [

The remaining properties are probabilistic. Fix any en-
vironment FEnv and consider the unique probability distri-
bution on executions of DCMAC/|| Env||Net. The first prob-
abilistic lemma bounds the receive delay, and the second
bounds the acknowledgment delay and gives a probabilistic
guarantee that acknowledgments are preceded by receives.
The proofs are similar to those of Lemmas 7 and 8.

LEMMA 16. Let i,5 € V, i a neighbor of j. Let 8 be a
closed execution that ends with a becast(m); event. Let cp be
the first Coding phase that starts strictly after the bcast(m);.
Define the following sets of time-unbounded executions that
extend B: A, the executions in which no abort(m); occurs,
and B, the executions in which, by the end of coding phase
¢p, a rev(m); occurs. If Prg(A) > 0, then Prg(B|A) >
1—e

LEMMA 17. Let i € V and [ be any closed prefix of a
time-unbounded execution that ends with a beast(m); event.
Further, let cp be the first Coding phase that starts strictly

after beast(m);. Define the following sets of time-unbounded
executions that extend (3: A, the ewecutions in which no
abort(m); occurs, and B, the executions in which, by the
end of coding phase cp, ack(m); occurs and is preceded by
rcv(m); for every meighbor j of i. If Prg(A) > 0, then
Prg(B|A) > 1 — €A.

The final lemma gives the progress bound.

LEMMA 18. Let j € V and h be a positive integer. Let O

be a closed execution that ends at time t. Let I be the set of
neighbors of j that have active becasts at the end of 3, where
beast(m;); is the bcast at i. Suppose that I is nonempty.
Suppose that no rcv(ms); occurs in 3, for any i € 1.
Let dp be the ht" Decay phase that starts strictly after time
t. Define the following sets of time-unbounded executions
that extend B: A, the exzecutions in which no abort(m;);
occurs for any i € I; B, the executions in which, by the end
of Decay phase dp, at least one of the following occurs: a
rcv(ms;); for some i € I, or a rcv; for some packet whose
beast occurs after B; and C, the executions in which, by the
end of Decay phase dp, ack(m;); occurs for every i € 1. If
Prg(A) > 0, then Prg(BUC|A) > 1 — (7/8)".

PROOF. Analogous to that of Lemma 5.4 in [13]. O
7.2 Implementing the Probabilistic MAC

Using the lemmas from Section 7.1, we can now show that
DCMAC implements the probabilistic MAC layer with cer-
tain parameter values. Fix €, 0 < € < 1, and fix t pprase, the
time for a Decay phase, to be o = [log(A + 1)]. Let h be
any positive integer.

THEOREM 19. DCMAC (e) implements the probabilistic
MAC layer with parameters frev = fack = 4cphase, fp“)g =
(h + )tDphase; €rcv = €, €ack = EA €prog = (%) , and
tabort = 2thhase
PROOF. Similar to the proof of Theorem 5.7 in [13], using
Lemmas 14-18. O

The following corollary follows directly from Lemma 3 and
Theorem 19.

COROLLARY 20. DCMAC/(e) implements the probabilistic
MAO layGT with frcv, fack; and tabo'rt equal to

04[22

and fproq - O(thgA) where €rcy — €, €qck — €A, and

€prog = (g) .

Again, we specialize the bound to the case where ¢ and A
are sufficiently large and € is at most polynomially small in
n, as well as for the case where c is large compared to A.

COROLLARY 21. Suppose that c = Q(logn), A = Q(logn),
and € > n~" for some constant k. Then, frcv = fack =

O(A), fprog = O(hlog(A)), €prog = (%)h7 €rcv = €, €ack =
€A, and taport = O(A).

COROLLARY 22. If ¢ = Q(A), DCMAC(e) implements
the probabilistic MAC layer with frev, fack, and taport =
O(A+10g L), foreg = O(hlogA), €rev = €, €ack = €A, and
€prog = (%)h-

These bounds compare favorably in all dimensions with
those of DMAC.



8. NETWORK-WIDE BROADCAST

In addition to defining the probabilistic abstract MAC
layer specification and providing the DMAC implementa-
tion of the specification, the earlier papers by Khabbazian,
et al. [14, 13] describe and analyze single-message and multi-
message network-wide broadcast protocols over the proba-
bilistic MAC layer. The authors show how to combine such
high-level protocols with the DMAC implementation to ob-
tain efficient protocols for network-wide broadcast over a
collision-prone radio network. In fact, a main point of those
papers is that one can use abstract MAC layer specifications
to split up the task of designing efficient high-level protocols
for the radio network model.

Since we use the same probabilistic MAC layer specifica-
tion as in [14, 13], we are now able to combine the network-
wide broadcast protocol from [14, 13] with our new MAC
implementations, to obtain efficient network-wide broadcast
protocols for physical networks supporting Analog Network
Coding. The results follow as easy corollaries of the results
so far in this paper and the high-level analysis results in [14,
13].

For instance, consider the problem of Multi-Message Broad-
cast (MMB). In this problem, an arbitrary number of uni-
quely-identified messages originate at arbitrary nodes in the
network, at arbitrary times; the problem is to deliver all
messages to all nodes. For simplicity, we assume that each
message fits in a single MAC-layer packet.

In our formulation, an MMB protocol has an external in-
terface by which it receives messages from its environment
via arrive(m) input events and delivers messages to the en-
vironment via deliver(m) output events. The Basic Multi-
Message Broadcast (BM M B) protocol from [16, 17] is a
greedy protocol, which works as follows:

Basic Multi-Message Broadcast Protocol
(BMMB): Every node ¢ maintains a FIFO queue
named bcastq and a set named rcvd. Both are initially
empty. If node ¢ does not have a pending MAC-layer
transmission and bcastq is not empty, node ¢ composes
a packet containing the message m at the head of
beastq, removes m from bcastq, and passes the packet
to the MAC layer for transmission, using a bcast
output event. If node i receives an arrive(m) input
event, it immediately performs a deliver(m) output
and adds m to the back of bcastq and to the rcvd set.
If node ¢ receives a message m from the MAC layer, it
first checks rcvd. If m € revd it discards the message.
Otherwise, node ¢ immediately performs a deliver(m)
output, and adds m to the back of becastq and to the
rcud set.

We now consider executions of BMMB composed with
DCMAC and an environment that generates the messages.
Theorem 23 provides a probabilistic bound on the time for
a message to be delivered to all nodes, in the presence of a
bounded number k' of concurrent messages. This theorem
uses two definitions from [13]:

DEFINITION 2 (NICE EXECUTIONS). A beast(m) event
that occurs at mode i at time to in an execution is nice if
the corresponding ack(m) event occurs by time to+ fock and
is preceded by a corresponding rcv(m) event at every neigh-
bor j of i. An execution is nice if all bcast events in the
execution are nice.

DEFINITION 3 (THE SET overlap(m)). Let a be a nice
ezecution and m be a message such that arrive(m) occurs in
a. Then we define overlap(m) to be the set of messages m’
whose processing overlaps the interval between the arrive(m)
and the final ack(m) event for m anywhere in the network.
Formally, this means that an arrive(m’) event precedes the
final ack(m) event and the final ack(m') event follows the
arrive(m) event.

The following theorem follows from Theorem 8.20 of [13]
and Corollary 20. It assumes an upper bound k on the total
number of messages that arrive from the environment in any
execution.

THEOREM 23. Let m be a message and € be a real, 0 <
€ < 1. Then BMMB composed with DCMAC(55%) guar-
antees that, with probability at least 1 — €, the following
property holds of the generated execution «: Suppose an
arrive(m); event occurs in a. Let k' = |overlap(m)|. Then
deliver(m) events occur at all nodes in o within time

o ((D + log (n—k) k') log A+(k'—1) <A + A log Ank))
€ c €

For comparison, the corresponding result for BM M B com-
posed with DMAC ([13], Theorem 8.21, paraphrased slightly)
is:

THEOREM 24. Let m be a message and € be a real, 0 <
€ < 1. Then BMMB composed with DMAC guarantees
that, with probability at least 1 — e, the following property
holds of the generated execution a: Suppose an arrive(m);
event occurs in a. Let k' = |overlap(m)|. Then deliver(m)
events occur at all nodes in o by time

o ((b+ 810e (™) ) 0e2).

PROOF (OF THEOREM 23). The proof is similar to the
one for Theorem 24 in [13]. Choose €.t = 35, s0 1 —
% — nkeger = 1 — €. Then we obtain a time bound of
O((D + lOg(nTk)kl)fpmg) + (kl - 1)fack'-

Next, we plug in bounds for fprog and faer, based on
the bounds for DCMAC in Corollary 20. We have fpoq =
O(log A), which yields the first term of the claimed bound.

For fuck, we instantiate € in Corollary 20 with %A“’“ = m,

and obtain f.,.x = O(A + %log(%))7 which is O(A +
2log(22E)). This yields the second term of the claimed
bound. UJ

9. CONCLUSIONS

We have presented a MAC layer algorithm, CMAC, based
on Analog Network Coding. We have proved its basic cor-
rectness and performance properties by showing that CMAC
implements a formal probabilistic abstract MAC layer spec-
ification. This analysis shows that the new design improves
on a conventional probabilistic retransmission algorithm, like
DMAC, in two of three performance metrics (the receive and
acknowledgment delay bounds), while doing worse on one
(the progress bound). However, a hybrid design, DCMAC,
which combines CMAC and DMAC, achieves the best of
both algorithms.

In addition to providing an objective basis for compar-
ing MAC layer designs, the abstract MAC layer allows us




to combine complexity bounds for MAC layer designs with
complexity bounds for higher-level protocols that run over
MAC layers. To illustrate this, we showed how to combine
a network-wide broadcast protocol, BMMB, with an ANC-
based MAC layer, and easily obtain complexity bounds for
the combination.

There are many possible directions for future work. First,
we would like to understand whether the particular trans-
mission strategies used in CMAC and DCMAC are opti-
mal, and if not, how they can be improved. We would
like to extend the algorithms and results to accommodate
packet losses. We would also like to compare ANC-based
MAC-layer strategies with more different kinds of MAC-
layer designs. Also, our MAC layer specifications provide
three kinds of latency bounds; we would also like to extend
the work to consider other metrics, such as throughput.

Network coding provides a much richer set of strategies
than what we have used in this paper; we would like to
extend our theory to take advantage of more of these strate-
gies. For example, our development of the MAC has consid-
ered physical-layer ANC and not higher-layer network cod-
ing. The use of our MAC and related approaches could be
considered in the presence of transport-layer network coding,
since the two network coding approaches are compatible [22].
Also, our work here has considered coding only for local node
interactions, but it invites questions of considering it for
larger, multihop networks, particularly when transport-layer
coding is integrated. The interaction between the broad-
cast MAC and network coding at the transport layer has
been shown to provide, in a simple, opportunistic fashion,
considerable gains in a multihop setting [11]. Moreover, a
MAC-aware coding approach in multihop networks can lead
to even more considerable gains [25]. It remains to extend
our theory to incorporate these new factors.
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